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Abstract

I argue for differences in the cognitive efficiency of different psychologies underlying helping behavior, and present an account of the adaptive pressures that result from these differences. Specifically, I argue that organisms often face pressure to move away from only being egoistically motivated to help: non-egoistic organisms are often able to determine how to help other organisms more quickly and with less recourse to costly cognitive resources like concentration and attention. Furthermore, I also argue that, while these pressures away from pure egoism can lead to the evolution of altruists, they can also lead to the evolution of reciprocation-focused behaviorist helpers or even of reflex-driven helpers (who are neither altruists nor egoists). In this way, I seek to broaden the set of considerations typically taken into account when assessing the evolution of the psychology of helping behavior—which tend to be restricted to matters of reliability—and also try to make clearer the role of evolutionary biological considerations in the discussion of this apparently straightforwardly psychological phenomenon.
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I. Introduction

What motivates an organism to help another is still an open question, despite being quite widely discussed (see e.g. Stich et al., 2010; Davidic et al., 2006; Fehr & Gaechter, 2000; Batson, 1991; Nagel, 1970). Given this lack of a settled account of the psychological structures underwriting helping behavior, it is perhaps unsurprising that researchers have looked for new ways to investigate this issue. Among these new approaches is an evolutionary biological one: specifically, a number of authors have tried to assess the evolutionary pressures on different cognitive architectures with a view to their ability to lead to helping behavior (Sober & Wilson, 1998; see also Stich, 2007; Schulz, 2011a; Kitcher, 2011; Clavier & Chapuisat, 2013). It is this evolutionary biological take on the psychology of helping behavior that is the focus of this essay.

Specifically, I here argue that, in evolutionary biological investigations of the psychology of helping behavior, we ought to move away from just considering the reliability of different mind designs to lead organisms to help others—which is what the existing analyses have tended to concentrate on—and instead consider how cognitively efficient different mind designs are at helping others. In particular, I show that there is a certain kind of cognitive inefficiency that can characterize purely egoistically motivated organisms, and which can push populations of organisms away from featuring mostly purely egoistic helpers. This cognitive inefficiency stems from the fact that, as compared to non-egoistic helpers, egoistic helpers sometimes are bound to make helping decisions more slowly, and with more recourse to costly cognitive resources like concentration and attention.
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The paper is structured as follows. In section II, I make clear how I propose to understand some of the key terms of the debate here, and set out the (somewhat modest) role I see evolutionary biology as playing in it. In section III, I discuss the existing, reliability-focused evolutionary biological analyses of the psychology of helping behavior. In section IV, I present the core, cognitive-efficiency-based evolutionary argument against psychological egoism. An extreme case of this argument leading to completely non-representational helping decisions is presented in section V. I conclude in section VI.

II. The Psychology of Helping Behavior and the Role of Evolutionary Biology in its Investigation

In what follows, I understand an organism to be a psychological altruist if and only if it holds ultimate desires for the well being of other organisms, and a (pure) psychological egoist if and only if it holds ultimate desires for its own well being only (see also Sober & Wilson, 1998; Stich et al., 2010). A few points are important to note about this way of understanding altruism and egoism.¹

Firstly, I here leave it open exactly what ‘well being’ consists in (Stich, 2007). The only assumption that I do make concerning this is that well being is at least correlated with fitness: increasing an organism’s well being will tend to increase that organism’s fitness (Brown et al.,

¹ Note that other understandings of these notions are possible (Garson, forthcoming). However, the ones in the text are the most widely accepted ones, and at any rate, I do not think that much of substance in this paper hangs on this particular characterization of the terms—with different characterizations, the arguments of this paper might have to be reformulated, but would remain substantively the same. Note also that this definition of egoism fits quite naturally to some recent work in evolutionary theory: for example, Grafen (1999) has argued that all organismic behaviors can be seen as the result of an organism maximizing its inclusive fitness. Finally, note that psychological altruism as defined here must not be conflated with evolutionary altruism: organismic traits that provide (relative or absolute) fitness benefits to other organisms (Sober & Wilson, 1998; Okasha, 2006). The latter raises different issues from the ones at stake here, and will not be discussed further in what follows. In line with this, all unqualified references to ‘altruism’ or ‘egoism’ in this paper should be taken to refer to the psychological varieties of these two theses only.
2012, 235-236). This assumption is quite uncontroversial, though, and is shared by most of the rest of the literature on this topic (see e.g. Sober & Wilson, 1998; Buller, 2005).

Secondly, psychological altruism and egoism as understood here can be easily situated within the currently popular two-systems models of the mind (Epstein et al., 1992; Sloman, 1996; Chaiken & Trope, 1999, Stanovich & West, 2000). Two-systems models of the mind comprise two parts: an associative, reflex-based system and a representationalist, deliberative system. While there are still many open questions concerning how to best characterize the two systems and their interrelations (Chaiken & Trope, 1999; Kahneman, 2003; Campbell & Kumar, 2012), for present purposes, it is enough to make the uncontroversial point that the two systems differ in how they generate the organism’s behaviors.

In the case of the reflex-based system (‘system 1’ in what follows), the action is the result of a mapping—i.e. a look-up table—between states of the world (as they are perceived by the organism) and actions. In other words, system 1-behaviors are to be seen as reactions to the perception of a state of the world, rather than as the result of a genuine practical inference (see also Schulz, 2013).

By contrast, in the case of the deliberative system (‘system 2’ in what follows), action generation is mediated by content-bearing—i.e. representational—mental states. In particular, the organism is taken to form or have, on the one hand, representations about what the world is...
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like (‘beliefs’) and, on the other, representations about what the world ought to be like (‘desires’); it is then further taken to combine these to make a decision about what to do.

Importantly, within this representational practical inference, a distinction between two kinds of desires can be made: *ultimate* and *instrumental* ones. While the exact details of this distinction are controversial (see e.g. Goldman, 1970), for present purposes, it is enough to see instrumental desires as resulting from a piece of deliberation based on other desires and beliefs, and ultimate desires as desires that an organism has that are not the result of this kind of deliberation (see also Stich, 2007). It is in this sense that the term ‘ultimate desire’ in the definitions of ‘psychological altruism’ and ‘psychological egoism’ is to be understood here.

Thirdly, as understood here, altruism is a pluralist mind design, while (pure) egoism is a monist one (Sober & Wilson, 1998). Altruism does not require that all of an organism’s ultimate desires are for the well being of others; only that some of them are. Indeed, to the extent that an organism has desires at all, it is reasonable to assume that it has ultimate desires for increasing its own well being. What this further implies is that there will (sometimes) be a major difference between the altruist and the egoist in the way they make decisions about whether to help someone else (this will only sometimes be the case, as an organism need not be an altruist about helping everyone else). The egoist will always *reason* about this—she will decide whether to help by determining whether helping will contribute to her own well being. By contrast, the altruist will use a non-reasoning-based process to determine which of its ultimate goals to pursue: different situations will ‘trigger’ different ones of her ultimate desires to be the determinant of her actions. Since the altruist has more than one ultimate desire, the decision between the latter has to be based on a non-reasoning-based process. Figures 1 and 2 illustrate this difference.
The fourth and final point to note concerning psychological altruism and egoism as understood here is that they are not exhaustive of the space of possibilities. In particular, there are two main ways in which an organism might be neither an altruist nor an egoist. On the one hand, an organism might be (partly) driven by ultimate desires that are neither for their own well being nor for that of some other organism. For example, an organism might have an ultimate desire to make works of art—which concerns neither the organism’s own well being, nor that of other organisms’ (though it might impact one or both of these), and so is neither altruistic nor egoistic. In what follows, I will call organisms of this type “behaviorist helpers”. On the other hand, an organism might, in the relevant circumstances, be driven by reflexes only (Mackintosh, 1994; Dickinson & Dyer, 1996; Grau, 2002; Kacelnik, 2012). Since their behavior is not then based on ultimate desires at all, they are acting neither altruistically nor egoistically (even though the outcome of their behavior might well be an increase in their or some other organism’s well being). In what follows, I will call organisms of this type “reflexive helpers”.

With the content of the theses of psychological altruism and egoism thus clarified, it next needs to be noted that it is still controversial which organisms should be seen to be (pure) egoists, which altruists, and which behaviorist or reflexive helpers (Stich et al. 2010). It is for this reason that considering an evolutionary biological perspective might seem tempting here: it may offer a way to add considerations to the ones typically taken into account, and thus to make some progress in settling this issue.
However, this then raises the question of what role such an evolutionary biological perspective can play in the dispute surrounding psychological altruism and egoism. The main worry in this regard is that determining the evolutionary pressures impinging on a given trait is hard enough when the trait is known to exist and relatively easy to investigate empirically; it is likely to be much harder for traits—like psychological altruism or egoism—whose existence is still controversial and the investigation of which is empirically difficult (Brandon, 1990; Buller, 2005; Richardson, 2007; Sober, 2008). Given this, one may be inclined to dismiss evolutionary biological analyses of the psychology of helping behavior as being unable to add much to the debate surrounding the latter (see also Stich, forthcoming). However, there is some reason to think that evolutionary biological considerations can be quite illuminating here after all.

To see this, begin by considering some of the main challenges faced by evolutionary biological analyses in general (Brandon, 1990; Sober, 2008). As part of this kind of analysis, it is typically necessary to estimate: (1) the relative importance of different evolutionary determinants (e.g. natural selection and drift), (2) the details of the way in which the relevant evolutionary determinants work (e.g. what natural selection selects for and why), (3) the developmental and epigenetic factors constraining the operation of the relevant evolutionary determinants (e.g. the existence of pleiotropic effects or developmental bottlenecks), and (4) the ancestral conditions of and the available variation in the traits in question.

Now, it is indeed plausible that addressing these points in detail and with significant confidence is hard for traits like psychological altruism: establishing the relative importance and detailed workings of different evolutionary determinants is difficult for traits that do not fossilize and which are only tenuously connected to easily measureable traits (like morphological structures or artifacts) (Richardson, 2007; though see also Mithen, 1990; Sterelny 2003, 2012).
However, this does not mean that it must always remain impossible to say anything at all concerning (1)-(4) when it comes to the psychology of helping behavior.

In particular, it can be noted concerning point (1) that, since helping behavior is likely to be adaptively very important, it is plausible that natural selection played a relatively large role in the evolution of the ways in which an organism decides to engage (or not) in this kind of behavior (Sterelny, 2003, 2012; Sober & Wilson, 1998). In relation to point (2), it can be noted that much can be said about the details of the way in which natural selection operated in the context of the psychology of helping behavior—indeed, pointing this out is the aim of the rest of this essay. Finally, in relation to points (3) and (4), it can be noted that, due to the fact that the different ways of deciding to help others can be seen as instantiations of the same two-systems model of the mind, it is at least not a completely implausible starting assumption that: (i) there are few constraints that do not fall equally on all of the different ways of deciding to help others; (ii) the ancestral condition is unlikely to have significantly biased the path of the subsequent evolution of the motivation to help others; and (iii) the relevant variability in altruistic, egoistic, and other kinds of helping behaviors was present (see also Sober & Wilson, 1998).

Now, it is true that these answers to questions (1)-(4) are far from established with a great degree of certainty. Therefore, it is also true that any resulting hypotheses concerning the evolution of the psychology of helping behavior cannot count as having been highly confirmed (Richardson, 2007; Buller, 2005). However, for two reasons, this need not be completely damning to the evolutionary biological analysis of psychological altruism and egoism.

Firstly, there is little a priori reason to think that, over time, we cannot get more detailed or better supported answers to questions (1)-(4) (despite what is claimed in Lewontin, 1998). For example, advances in cognitive and neural ethology might enable us to determine with more
certainty which organisms (if any) are currently altruistically motivated, which are egoistically motivated, and which are neither. In turn, these kinds of insights can then be used as the basis for a comparative study of the evolution of the psychology of helping behavior that can further confirm or disconfirm the present analysis.

Secondly, if the evolutionary biological perspective is only used to provide evidence for—and not considerations that are meant to lead us to accept—hypotheses about the frequency of altruists, egoists, and other kinds of helpers in a population of organisms, the above answers to (1)-(4) can be sufficient (Sober & Wilson, 1998; Sober, 2008; Schulz, 2011a, 2013).\(^5\) Put differently: if the goal is merely to add some further considerations to the ones already available concerning the existence of psychological altruism, egoism, and other forms of helping dispositions (from psychology, neuroscience, economics, philosophy, etc.), then the fact that we are not entirely sure about all aspects of the evolutionary conditions driving these traits is not so problematic. Of course, this then implies that the evolutionary biological perspective does not hold a particularly central position in the debate surrounding the psychology of helping behavior—but this can be easily accepted, and does not mean that it has no role to play in this debate at all.

### III. Altruism, Egoism, and Reliability

To date, the standard account of the evolution of psychological altruism is based on the reliability with which the latter leads to adaptive behavior. In relatively rough form, the idea here is as follows (for more detail, see Sober & Wilson, 1998; Stich, 2007; Schulz, 2011a).

\(^5\) Another use of evolutionary biological considerations in psychological disputes is purely heuristic (Machery, forthcoming; Schulz, 2011a, 2012). However, since this is not central here, I will not discuss this further.
Consider a case where it is *adaptive* for an organism O to help another organism S—e.g. because S is O’s offspring, or because doing so would induce S to reciprocate in the future, thus reducing O’s risk of being left helpless. (Here and in what follows, I use ‘O helps S’ as short for ‘O increases S’s well being’.) Given this, for O to indeed decide to help S, O needs to (a) recognize that S is in need of help, (b) know what kind of help S needs, (c) be able to provide this kind of help, and (d) be motivated to provide this kind of help. So, how can (a)-(d) be accomplished? More generally, how can it be ensured that (a)-(d) are reliably the case?

Now, when it comes to (a)-(c), it is necessary to harmonize the needs of S and the perceptions, beliefs, and abilities of O. In general, this should not be taken for granted or assumed to be easily accomplished, but in at least some cases this kind of harmonization does seem possible to build up and maintain. Because of this, it is sufficient for present purposes to simply assume that (a)-(c) are satisfied, and focus on point (d): the question at stake here is just the one of how O can be reliably *motivated* to help S.

When it comes to (d), though, things are complex. In particular, assuming that O decides if and how to help S using representational mental states (an assumption to which I return below), two options are typically considered for how O might decide to help S: O could be an egoist and believe that increasing S’s well being is most conducive to increasing its own well being (as in figure 1), or O could be an altruist and have an ultimate desire to increase the well being of S (as in figure 2).

It further has been argued that the altruistic solution is likely to be more reliable in leading O to help S—and thus (by assumption) more reliable in getting O to act adaptively (Sober & Wilson, 1998). Primarily, this is because there is less that can happen that would lead to O not being motivated to help S. In the egoistic case, there is a chance that O starts to believe that
doing something other than increasing S’s well being is most conducive to its (i.e. O’s) well being. However, if O does change its beliefs in this way, then it is bound to start acting maladaptively, since in this case, increasing S’s well being is (by assumption) adaptive. None of this, though, can happen if O is an altruist: for then, it will always be motivated to help S.  

However, while cogent as such, it has recently been suggested that this argument might ultimately underestimate the potential reliability of purely egoistic architectures (Stich, 2007). This is due to the fact that, in order for a purely egoistic organism O to be a reliable helper of S, it is sufficient for O’s help-inducing cognitive state (viz., that the best way for it—i.e. O—to increase its well being is to increase S’s well being) to be ‘sub-doxtastic’ (Stich, 2007). Sub-doxtastic states are mental states that function much like beliefs, but which are more rigid than beliefs, in that they are not amenable to updating and other forms of change—i.e. they are fairly fixed components of an organism’s mental life. Importantly, these states have also been appealed to in many other contexts, and their existence is quite widely accepted by now (Fodor, 1983; Carey & Spelke, 1996; Stich, 2007). Now, while there is more that can be said about these states, what matters most for present purposes is that they are immune to the worries about maladaptive belief changes mentioned above: after all, what makes these states unique is precisely the fact that they cannot be changed easily. Given this, it seems that there is no reason to think that a sub-doxtastically motivated egoist either could not exist or that it would not be just as reliable to help others as an altruist would be.

Now, it may be possible to respond to Stich’s (2007) argument here (Schulz, 2011a). Fortunately, for present purposes, it is not necessary to assess the exact extent (if any) to which

---

6 Since altruists are pluralistically motivated, it is also the case that they can still be motivated to help S even if one of their motivational systems gets damaged (Sober & Wilson, 1998). I shall not discuss this further here, though, as doing so would not affect the overall conclusion reached—namely, that there are also cognitive-efficiency-based considerations that impact the evolution of altruism or egoism.
an altruist is more reliable than an egoist in helping another organism. The reason for this is that, as I try to make clearer in what follows, there is also another evolutionary pressure—based on considerations of cognitive efficiency—that ought to be taken into account here. Whether this other evolutionary pressure is the only driver of the evolution of the psychology of helping behavior or whether it acted in concert with the reliability-based adaptive pressures discussed above can be left for another occasion (especially when keeping in mind the modest, evidential goals of the present inquiry).

IV. **Altruism, Egoism, and Reciprocation-Focused Behaviorist Helping**

The key idea to be defended in what follows is that considerations of cognitive efficiency—i.e. assessments based on which cognitive systems are faster and require fewer cognitive resources such as concentration and attention for their functioning—suggest that, when it comes to the generation of helping behavior, there can be something evolutionary unstable about purely egoistic motivational architectures. To understand this argument, it is necessary to start by noting the evolutionary pressures on representational, system 2-based decision making in general (Godfrey-Smith, 1996; McFarland, 1996; Dickinson & Balleine, 2000; Millikan, 2002; Sterelny, 2003; Schulz, 2011b, 2013). Here, the following two broad points can be noted.

Firstly, it is now widely accepted that representational decision making comes with costs relative to reflex-based and other non-representational forms of decision making (Clark, 1997; Millikan, 2002; Sterelny, 2001; 2003; Schulz, 2011b, 2013). These costs can take a number of different forms, but are widely thought to include (i) increased demands for cognitive resources like concentration and attention and (ii) decreased decision making speed (Clark, 1997; Haidt, 2001; Stanovich & West, 2000; Schulz, 2013). Note that these costs are cognitive, and not
energetic: the point is not that relying on more rather than fewer representational inferences (by itself) increases the organism’s metabolic demands, but rather that it increases its demands for cognitive resources like concentration, attention, and decision making time. Note also that it is not generally accepted that representational decision making is always more error prone—and thus less reliable—than reflex-based decision making. In fact, the reliability of the two systems depends on the details of the case (see also Schulz, 2013).

However, secondly, representational decision making also comes with a distinctive set of benefits. Now, it is controversial exactly what these benefits are—however, it is generally agreed that they turn on the fact that this kind of decision making relies on (practical and theoretical) inference making. Furthermore, three main accounts have been proposed of why the latter can be adaptive. Firstly, some have argued that the ability to make inferences can be beneficial, as it allows an organism to make decisions that it could not make otherwise—e.g. because these decisions require an understanding of (parts of) the (causal) structure of the world (Dickinson & Balleine, 2000; Millikan, 2002; Papineau, 2003; Dayan, 2012). Secondly, some have argued that the ability to make inferences can be beneficial, as it allows an organism to fine-tune its behavioral responses to the environment—e.g. because it enables an organism to react differently even to (close to) the same situation (Sterelny, 2003). Finally, some have argued that making inferences can be beneficial, as it can simplify the decision situation of the organism in specific ways—in particular, it can enable the organism to save memory by placing a given decision into a pattern of similar other decisions (Schulz, 2011b; 2013).

Fortunately, for present purposes, it is not necessary to commit to one of these particular accounts of the benefits of representational decision making. The reason for this is that there is a

---

7 Of course, this is not to say that representational decision making could not be more energetically costly than other forms of decision making. The point is just that it need not be.
certain kind of case in which, according to all of the above accounts, representational decision making is not likely to be beneficial. This kind of case concerns “separable” decision situations —i.e. decision situations that cannot be handled more easily by placing them in the context of other decision situations—in which, by and large, the same organismal response is adaptive. This can be seen easily from the fact that, in this kind of case, the organism is unlikely to gain much by inferring its response to the situation, but would still have to pay the cognitive costs of doing so (i.e. loss of decision making speed and increased demand for cognitive resources). In a bit more detail, this point can be spelled out as follows.

Assume an organism O faces many instances of a type of decision situation E. Assume also that the set of factors that determines the most adaptive response to any particular instance of E is unique to E, so that there is little to be gained by placing this decision situation in the context of other decision situations (i.e. assume that decision making in E is “separable” from decision making in other situations). Assume next that most of the instances of E feature the same causal setup and do not reward novel or flexible responding; instead, the same organismal response R is adaptive in all of them. Finally, assume that in those instances of E where the causal setup is changed or where novel or flexible responding would be adaptive, doing R does not lead to major losses in fitness (relative to the most adaptive response). Now, in a case like that, there is little that an organism can gain by inferring the best response to the instance of the situation it is facing, instead of simply always doing R. In particular, it would lose time and cognitive resources from making this inference, but only gain the avoidance of the mistake of producing R when it would not be adaptive to do so. Since that mistake was assumed to be rare and not very costly, though, the overall fitness balance is likely to be negative here. In short: if an organism faces many instances of a “separable” decision situation that, by and large, do not causally differ
from each other and which do not require novel or flexible responding, representational reasoning is unlikely to be adaptive.

This last point is crucial for the discussion surrounding the psychology of helping behavior, for it turns out that many helping situations are exactly of this kind—i.e. many helping decisions are best approached by avoiding any kind of representational inference towards the desire to help. This matters, as the adaptiveness of avoiding this representational inference speaks in favor of the evolution of non-egoistic ways of making some helping decisions: after all, what defines altruists and “behaviorist helpers” is precisely the fact that their desire to help is triggered by the perception of another organism in need, rather than inferred from a more basic other ultimate desire. In more detail, this idea can be spelled out as follows.

There are two important kinds helping situations that, for many organisms, reward the—at least partial—avoidance of representational decision making. These situations are (i) cases where an organism needs to decide whether to provide help to its offspring, and (ii) cases where an organism needs to decide whether to help those who have helped it in the past. (There may be other helping situations that could be cited here, too, but these two are particularly clear and important. At any rate, the existence of these two cases is enough for the rest of the argument to go through.) Consider these two cases in turn.

When it comes to decisions about whether to help one’s offspring, note firstly that the well being—and thus, by assumption, the fitness—of an organism’s dependent children is closely related to an organism’s own fitness. As commonly defined, fitness is an increasing (probabilistic) function of the (expected) number of offspring—including grand-offspring—an organism has (Sober, 2001). Hence, increasing the well being (fitness) of an organism’s offspring generally increases the organism’s own well being (fitness) as well: the higher the well
being (fitness) of an organism O’s offspring, the more offspring that offspring is likely to have—and thus, the more grand-offspring O is likely to have.

Secondly, note that it is often adaptive for an organism to itself take steps to ensure that the well being (fitness) of its offspring is high—i.e. to consistently be disposed to help that offspring. A parent is often best placed to increase the well being of its offspring—it knows best how to do so, and often has the best means at its disposal to achieve this. Moreover, for many organisms, there is little else that competes with the importance of caring for their offspring (at least when that offspring is young): specifically, it is a widely known fact about many mammals that the parent-offspring—and especially the mother-offspring—bond is exceptionally deep and of great importance for both the parent and the offspring (Chevrund & Wolf, 2009; Thometz et al., 2014; Curley & Keverne, 2005; Churchland, 2011).

In turn, this suggests that, for many organisms—including humans—deciding to help their offspring is precisely one of the cases where representational decision making is unlikely to be adaptive. Specifically, given the above, it is the case that, for many organisms, (a) the question of whether to help their offspring is “separable” from other helping-related questions—i.e. it is a decision that can respond to a unique set of factors: namely, whether the organism in need of help is an offspring (Curley & Kaverne, 2005; Churchland, 2011). Furthermore, it is the case that (b) it is very often adaptive for them to help their offspring (Thometz et al., 2014), and (c) not helping their offspring when it would be adaptive to do so is more adaptively costly than helping them when it would not be adaptive to do so (Curley & Kaverne, 2005). Given the fact that inferring whether to help their offspring comes with costs, it is therefore the case that many organisms are well placed to decide to help their offspring by relying on non-representational decision making: for figuring out whether it is adaptive to help their offspring in every particular
circumstance is generally not worth the effort as compared to simply presupposing it is (Brown et al., 2012).

Note that the issue here just concerns the question of whether the organism is to help its offspring, and does not concern the question of how the organism is to (best) help its offspring. The latter question might reward representational decision making—i.e. it might not fall into the set of “separable” decision situations that do not reward causal reasoning or flexible responding. The point made here, though, is that the initial decision concerning whether to help the offspring at all is best taken non-representationally. (Alternatively, if one prefers to see the decision about whether to help offspring and the decision about how to help the offspring as parts of the same overarching decision, the point made here is that it is adaptive for the first step of that decision to be non-representationally triggered, rather than representationally inferred.)

This matters, for precisely this is what altruists do: instead of reasoning about whether to help their offspring, they let their perception or belief that their offspring is in need of help simply trigger their ultimate desire to help that offspring. In this way, it becomes clear that many organisms—i.e. those that frequently enough face strong adaptive pressures to help their offspring—are most adaptively structured if they are altruists: for they then avoid paying the costs of representationally deciding whether to help their offspring, and forgo few benefits in the process. Three points are important to note about this argument.

Firstly, the above argument is not premised on the claim that it is always adaptive for all organisms to help their offspring; indeed, the latter is known to be false (Trivers, 1974). The point is just that, for a significant number of organisms, helping their offspring is sufficiently often the adaptive response to have the disposition to help their offspring stem from an altruistic
motivational structure be adaptive. Importantly, moreover, it is plausible that humans are among these organisms: humans generally fit conditions (a)-(c) above (Churchland, 2011).  

The second point to keep in mind concerning the above argument is that it turns on the cognitive costs that come from representational decision making, and not on energetic ones. This is important to note, as it shows why the perspective developed here is in fact consistent with that in Sober & Wilson (1998). While the latter argue that there is no reason to think that psychological altruism is any more or less energetically costly than psychological egoism (Sober & Wilson, 1998, p. 322), this does not speak to what is true when it comes to the cognitive efficiency of the two cognitive architectures—and it is precisely the latter that is relevant here. Relatedly, recall also that I am here not presuming that either altruism or egoism is more reliable in leading the organism to help. My point is that the mere fact that the egoist relies more on representational decision making sometimes speaks against its adaptiveness relative to that of the altruist: for this increased reliance on representational decision making comes with increased needs for cognitive resources such as time, concentration, and attention that (sometimes) are not compensated by major benefits.

---

8 It is known that infanticide is not uncommon among humans (Hausfater & Hrdy, 1984; Hrdy, 1999). However, this is consistent with the account defended in the text. On the one hand, even if humans have an ultimate desire to help their offspring, this does not mean that it is always possible or straightforward to act on this desire: e.g. when several offspring are in need and resources are scarce, complex decisions about how to best allocate the available resources among the different offspring need to be made (this may include deciding to let one of the offspring starve). On the other hand, it is also possible that different human populations faced sufficiently different environmental conditions, and only some found altruism about their offspring to be adaptive (see also Penke, 2010). For present purposes, it is enough to note that it is plausible that at least some human populations are among those organisms that have found altruism to be adaptive.

9 Of course, it is possible that, at least sometimes, the cognitive efficiency of an organism can be indirectly measured by its caloric intake—a more cognitively efficient organism might have more time foraging and consuming food, for example. However, it would then remain the case that the more cognitively efficient mind design might itself be just as energy hungry as the less cognitively efficient one—it is just that the former can cause the organism to lower its energy consumption overall. In other words: it may be that developing and maintaining traits T and T’ is energetically equally costly, but that, once either T or T’ is in place, T leads the organism to lower its overall energy consumption relative to T’. I thank Justin Garson for useful discussion of this point.
The third and last point to note concerning the above argument concerns the question of whether the costs that come from making an inference towards the desire to increase an offspring’s well being are large enough to put significant amounts of adaptive pressure on egoists to become altruists. In particular, given that much inference making night remain even after the shift to altruism (namely from the ultimate desire to increase the offspring’s well being to the exact form of helping behavior that O ought to engage in), one may wonder if avoiding the inference to the desire to increase the offspring’s well being indeed yields major adaptive benefits for O.

In response, two remarks can be made. On the one hand, even if the costs that come from making the inference to the desire to increase an offspring’s well being are not major, this does not mean that these are not costs that the organism would be better off avoiding. In particular, as is well known, evolution by natural selection does not need major fitness benefits to be highly effective (Haldane, 1932; Dawkins, 1986). On the other hand, it is important to keep in mind the goals of the present evolutionary biological analysis. The argument here is meant to provide evidence—a reason—for the evolution away from (pure) psychological egoism; the goal was not to show that altruistic cognitive architectures definitely evolved. While the latter goal is indeed not attainable by the above argument, the former is—even with relatively minor adaptive pressures on egoists (Sober & Wilson, 1998).

Importantly, though, this is not where the discussion should be seen to end—for there is a very similar argument that can be given concerning a second type of helping situation: namely, cases where an organism needs to make decisions about whether to help an organism that has helped it in the past (i.e. decisions concerning reciprocation—Trivers, 1971; Sachs et al., 2004). In particular, for a number of organisms, it is plausible that (a) the question of whether to help
other organisms that have provided aid in the past is a “separable” problem (i.e. it is one that can be answered by just considering whether the organism in need of help has indeed provided help in the past), and (b) a positive answer to this question is sufficiently often adaptive, to make it that case that (c) it is adaptive to let the desire to reciprocate past help simply be triggered—instead of inferred—from a perception or belief that a reciprocator is in need. In more detail, the idea here is as follows.

Firstly, the question of whether to help an organism that has helped one in the past (and / or which is in a position to reciprocate that help in the future) is often a problem that is best approached within the confines of the concept of reciprocation only (Sachs et al., 2004; Sterelny, 2003, 53-54). Further, there is no doubt that the gains of taking part in reciprocal interactions are often large—e.g. they can make the difference between life and death (Carter & Wilkinson, 2013). Finally, the costs from unnecessarily reciprocating past help are often small—they are restricted in time and space, and are often of minor importance to the helper (Sachs et al., 2004). In short: for many organisms—including humans (Fehr & Gaechter, 2000)—reciprocation is “separable” and generally adaptive.10

In this way, by exactly the same reasoning as above, it becomes clear that an organism for which the desire to reciprocate past help is an ultimate one would seem to be more cognitively efficient than an egoist that always has to make an inference to that desire (assuming that, for this organism, reciprocation is indeed “separable” and sufficiently often adaptive). Note again that, for this argument to go through, it need not be the case that reciprocation is literally always

10 Note that being a reciprocal responder is not straightforward—which may explain why there are very few confirmed cases of reciprocation in nature, despite the fact that the latter would often seem to be adaptive (Hammerstein, 2003; Clutton-Brock, 2009; though see also Carter & Wilkinson, 2013). In particular, reciprocation requires keeping track of who helped whom in the past, and then relating that knowledge to current interactions (not to mention the fact that the partners in the interaction have to interact multiple times). This is cognitively complex. Fortunately, there is no doubt that at least some organisms—including, especially, humans—are able to do this (see e.g. Fehr & Gaechter, 2000; Carter & Wilkinson, 2013). Thus, while the upshot of the argument in the text is once more restricted in its reach—it only applies to some organisms—this does not mean it has no value whatsoever.
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adaptive. The point is just that it is plausible that there are cases in which the benefits from
treating reciprocation as always worth doing—namely, saving the computational costs of
determining whether it is in fact adaptive on this particular occasion—outweigh the costs from
doing so—namely, at times acting maladaptively. In this way, it becomes clear that some egoists
(i.e. those that face strong adaptive pressures to be reciprocators) will face adaptive pressures to
become organisms driven by an ultimate desire to reciprocate past help.

At this point, it is important to note that this ultimate desire to reciprocate past help is, in one
important way, different from the altruist’s desire to help their offspring: it is not targeted at any
particular organism (such as offspring), but it is targeted at a specific kind of behavior
(reciprocation). This matters, since organisms (partly) driven by ultimate desires for particular
forms of behavior are, as made clearer above, neither altruistic nor egoistic. Instead, they are
“behaviorist helpers”: organisms with a strong commitment to a certain kind of behavior. While
this behavior may be directed at others, and while it might result in increasing their well being,
the latter is not what the desire is about. So, while reciprocation-focused “behaviorist helpers”
are not egoists, they are not altruists either. For this reason, the reciprocation-focused case leads
to the evolution away from egoism, but not towards altruism.11

Summing up the argument of this section, this all yields the following. I have tried to show
that there are evolutionary pressures for many organisms to move away from being purely
egoistically motivated—either towards altruism, or towards reciprocation-focused “behaviorist
helping”. The core driving principle behind these evolutionary pressures is the fact that altruists

---

11 Someone might be tempted to respond here by arguing either that the desire to reciprocate past help is in fact
targeted at particular organisms—i.e. reciprocators—or that the desire to help one’s offspring is in fact targeted at
particular kinds of behaviors—i.e. offspring-helping behaviors. If so, then these two cases—helping offspring and
helping reciprocators—should be seen to be fully parallel. I think this response is coherent, but it also does not affect
the main conclusion of my argument: namely, that there are cognitive-efficiency-based reasons to expect some
organisms to evolve away from being purely egoistically motivated to help others. Apart from that, though, I also
think that it is more straightforward to see the ultimate desires driving altruists and the ones driving reciprocators as
importantly different in content (but I am happy to concede that this may be at least partly a matter of convention).
and reciprocation-focused “behaviorist helpers” are taking mental shortcuts relative to egoists: instead of calculating, every time an offspring or a reciprocator is in need of help, whether helping will increase the organism’s own well being, altruists and behaviorist helpers simply presuppose that helping is appropriate. Making this presupposition can be adaptive, for the costs of making this presupposition—which include the (potential) costs of unnecessary helping as well as the absence of any of the benefits that purely egoistic decision making brings (such as the powers of causal reasoning, behavioral flexibility, and memory gains)—can be less than the costs of the constant representational inferences the egoist needs to make—which include losses in decision making speed, and more need for cognitive resources like concentration and attention.\(^\text{12}\)

V. An Extreme Case: The Adaptiveness of Reflex-Based Helping

The argument concerning the evolution of altruism and reciprocation-focused “behaviorist” helping can, in some extreme cases, lead to an especially drastic conclusion: namely, that the organism ceases to be motivated by representational, system 2-type considerations altogether, and becomes driven by reflexive, system 1-type responses instead. In turn, this (again) represents an evolution away from egoism, but not towards altruism.

To see this, return to the case of reciprocation-focused “behaviorist helpers”, but also assume that the organism in question reciprocates help in exactly the same way at all times, and that this

---

\(^\text{12}\) This point can also be made using Hamilton’s rule. Organisms that make all helping decisions by consulting Hamilton’s rule—which is provably equivalent to making decisions by consulting what maximizes inclusive fitness (Frank, 1998)—will never make the adaptively wrong helping decision, but also face the cost of many relatively complex calculations (the costs and benefits of the helping behavior need to be assessed, and the relatedness to the recipient needs to be estimated). Organisms that instead simply presume that helping offspring or reciprocators is appropriate can, overall, act more adaptively for (i) they have an easier time deciding whether and how to help the organism in need, and (ii) deviations from Hamilton’s rule will be minimal (assuming that helping offspring or reciprocators is indeed sufficiently often adaptive).
is also the only kind of help that is looked for.\textsuperscript{13} So, for example, in the much discussed case of food-sharing vampire bats (see e.g. Carter \& Wilkinson, 2013), it appears that the only way in which help is demanded or reciprocated is by regurgitating blood.\textsuperscript{14} If that is so, though, then it is plausible that these bats do not need to rely on any kind of representational mental state to make a helping decision: they can just react to the perception of their conspecific’s need by \textit{doing} the relevant behavior—i.e. by regurgitating blood.

In a bit more detail, the idea here is the following. By the argument of the previous section, there are cases where there is no benefit in making a representational inference to a desire to engage in (reciprocal) helping behavior: after all, the organism always concludes in the same way—namely, that it ought to help. However, if the helping behavior that is offered and asked for is always the same, there is also no value in making a representational inference about how to best provide this help: after all, the organism always concludes in the same way here, too—namely, that it ought to help in the specific way in question. Hence, the organism is structured most efficiently when it avoids any kind of system 2-based reasoning in this context, and just relies on system 1 (see also Millikan, 2002; Dickinson \& Balleine, 2000; Schulz, 2011b, 2013). Again, it is important to keep in mind here that it need not be the case that such reflex-driven behavior is literally always adaptive; the point is just that acting reflexively here is overall more adaptive than deliberating about it.

In a nutshell: it is sometimes adaptive to completely avoid using representational mental states to decide whether and how to help others, and to just rely on non-representational reflexes

\textsuperscript{13} In principle, this point could also arise for offspring-directed (non-reciprocal) help. So for example, for many mammals (including humans), shielding infant offspring with their own bodies from physical dangers is generally adaptive: infant offspring bodies are often much less robust than adult bodies, and can thus suffer great damage from even minor collisions. Since a desire to shield the infant offspring with one’s own body is very close to a motor command already, it is thus reasonable to think that reflexively shielding infants in this way is adaptive. However, this case seems less clear cut than the reciprocation-based one in the text, so I focus on the latter one here.

\textsuperscript{14} Male vampire bats also seem to reciprocate by grooming (Carter \& Wilkinson, 2013). However, this may be a separate case of reciprocation.
instead. Importantly, this (again) amounts to an evolution away from egoism but not towards altruism, for, as noted earlier, egoism and altruism presuppose the presence of ultimate desires, which do not underlie the organism’s motivation to help here. Put differently: this is an evolution towards “reflexive helping”.

VI. Conclusion

I have tried to show that, when it comes to evolutionary biological accounts of the psychology of helping behavior, it is useful to consider the situation from the point of view of what is most cognitively efficient, and not just of what is most reliable. When doing this, it becomes clear that there is adaptive pressure on at least some organisms to move away from being purely egoistically motivated, and also that this pressure can push in different directions: towards altruism, reciprocation-focused “behaviorist helping”, or reflex-driven helping. Note also that it is entirely possible that the same organism is altruistic in some cases (when it comes to offspring), a representational or reflex-driven “behaviorist helper” in other cases (when it comes to reciprocation), and egoistic in yet a third set of cases (when it comes to helping strangers). Equally, it is possible that an organism is just an egoistic helper, or just an altruistic helper, or just a “behaviorist helper”. Exactly which of this should be expected to be the case for a particular kind of organism depends on which kinds of decisions (or which parts of its decisions) the organism best makes non-representationally and which it best makes representationally.  

Apart from these direct conclusions concerning the evolution of the psychology of helping behavior, I have also suggested that the role evolutionary biological considerations can play in this dispute is an evidential one. While these considerations are unlikely to be able to fully

---

15 I here do not want to settle the question of how common altruists, behaviorist helpers, and reflexive helpers are, either in relation to each other or in relation to egoists. The point is just that it is plausible that there are some organisms that are altruists, behaviorist helpers, and reflexive helpers. See also Jensen (2012, 316).
confirm some psychological hypotheses, they can lend further support to the latter. In this way, I hope to not only have made a substantive contribution to the debate surrounding the psychology of helping behavior, but also to have added some illumination to some methodological questions about how this debate is best conducted.
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