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I. Introduction
Wind and turbulence have a significant impact on unmanned aerial vehicle (UAV) flight safety and efficiency,

especially for challenging missions such as Urban Air Mobility (UAM) flights and beyond visual line of sight

(BVLOS) operations. Accurate wind measurement/estimation can provide important information regarding the uncertain

environment of aircraft during flight (e.g., extreme winds during wildfire, wake vortex in close formation flight, or strong

turbulence in urban cities). Knowledge of the current local wind field is beneficial to feedback control algorithms in

maintaining safe and robust flight in an uncertain environment. In addition, efficiency of flight can also be improved, for

example, through trajectory planning and optimization based on the local wind patterns (e.g., thermal soaring). However,

it is not easy to measure or estimate winds surrounding aircraft despite their persistent existence. The challenges come

from the cost and payload limit of small UAVs as well as strong spatio-temporal variations of wind fields. The general

problem of wind sensing and estimation using small UAVs can be divided into two sub-problems, (1) wind sensing and

estimation along the UAV flight trajectory at specific time and locations; (2) wind field estimation by considering the

spatio-temporal characteristics of wind.

The classical wind sensing and estimation problem along the aircraft flight trajectory can be tackled by solving the

wind triangulation, which is illustrated in Fig. 1, where \g is the ground speed, \ is the airspeed, \w is the wind speed,

U is the angle of attack, and V is the sideslip angle [1, 2]. The wind triangle equation expressed in the north-east-down
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(NED) earth-fixed local frame is shown in Eq. (1)
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where [+=, +4, +3] is the ground velocity expressed in the NED frame, [D, E, F] is the airspeed expressed in the body

frame, [w=,w4,w3] is the wind speed expressed in the NED frame, and Xn
b
(q, \, k) is the rotation matrix from the

body frame to the NED frame shown in Eq. (2)
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Fig. 1 Wind triangle illustration.
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Given Eq. (1), the most straight forward way for UAV-based wind sensing is to directly measure all the related

states in the equation and perform direct calculations. However, not every wind-related state can be easily or accurately

measured for small UAVs. For example, only a small percentage of UAVs is equipped with an air data system (ADS)

to measure air triplets, including the airspeed + , angle of attack AOA/U, and sideslip angle AOS/V. With measured
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[+, U, V], [D, E, F] can be calculated using Eq. (3)
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Additionally, an ADS that can provide accurate air triplet measurements is usually very expensive and requires

extensive calibration. Meanwhile, UAVs, especially small ones, are usually limited by space and weight. In recent years,

the development of cheaper, smaller, and more powerful microprocessors and sensors makes it possible to use delicately

designed stochastic algorithms to solve these problems. Ultimately, it becomes a trade-off between direct measurements

(hardware/sensors) and estimation (software/algorithms).

Given measured or estimated wind information along the UAV trajectory, the spatio-temporal variations of the wind

field can be further derived. This requires accurate wind measurements or estimates at specific time and locations, as

well as appropriate models for accurate wind field interpolation, extrapolation, or reconstruction. The simplest approach

is to assume that the wind field is frozen, or the wind field does not change in a relatively short time period. Spatial

variations of the wind field can then be treated as functions of 3D positions. For certain applications like thermal

soaring, the problem can be further simplified by considering wind variations in only one dimension, usually in the

vertical direction. Alternatively, wind field can be analyzed from perspectives of power spectral density (PSD) or total

energy with the focus on the wind energy distribution and its impact on UAVs instead of spatio-temporal variations.

In the last decade, both fixed-wing UAVs and rotary-wing UAVs have been increasingly used for wind sensing and

estimation problem. These two types of UAV platforms are actually complementary to each other. Fixed-wing UAVs

are more used for long range missions and gust and turbulence sensing [3]. And rotary-wing UAVs (e.g. quadcopters)

work better for vertical wind profile estimation, given their hovering capability [4, 5].

This paper provides a comprehensive survey of existing wind sensing and estimation methods using small fixed-wing

UAVs, including wind models, sensors, UAV-wind interaction modeling, and estimation algorithms. The objective

is to provide an overview of the state of the art UAV-based wind estimation methods in a hope to motivate new

breakthroughs in the interdisciplinary area of guidance, navigation, and control (GNC) and aerodynamic or fluid

dynamic communities. This paper can also serve as a selection guide for researchers who want to develop customized

UAVs for wind measurements. The major contributions of this paper can be summarized as follows:

1) A survey of typical wind models for UAV-based wind sensing and estimation;

2) A survey of available sensors for UAV-based wind sensing and estimation;

3) A summary of existing solutions for UAV-based wind sensing and estimation;

4) Recommendations for wind model, sensor, and algorithm selection and potential future directions for UAV-based
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wind estimation.

The organization of this paper can be summarized as follows. The wind representation and modeling are described

in Sec. II. Available UAV sensors for wind sensing and estimation are introduced and compared in Sec. III. Sec. IV

explains the UAV-wind interaction modeling. Summaries of existing work and recommendations for selection of wind

models, sensors, and algorithms are presented in Sec. V, together with potential future directions. Conclusions are

made in Sec. VI.

II. Wind Representation for State Estimation Purpose
The wind can be generally described as the superposition of mean wind, discrete gust, and turbulence [6–8]. Mean

wind speed is the wind speed averaged over a specific time interval, which can also be treated as the prevailing wind for

many cases. In contrast, a gust is a brief and sudden increase in wind speed along a specific direction, the duration

of which is usually less than 20 seconds. Turbulence is an irregular motion of the air resulting from eddies and

vertical currents [9]. In this paper, different types of wind representations are surveyed for the wind estimation problem

including time domain representation, frequency domain representation, spatial description, and CFD models. Most of

the provided wind models have been used in wind estimation filter design.Note that equations shown in this section are

specifically chosen such that they can be easily or have a great potential to be incorporated into estimation filters.

A. Time Domain Wind Representation

Due to the non-deterministic nature of wind, stochastic models such as the Gauss-Markov (GM) model has been

used to represent wind speed changes [10, 11]. A general GM model is given in discrete time by

-: = 4
−)B/g-:−1 + w�": , (4)

where -: is the system state at the current time stamp, -:−1 is the system state at the previous time stamp, )B is the

sampling time, g is the correlation time of the GM process, and w�"
:

is the driven noise [11]. Especially, the random

walk (RW) model, a special case of the GM model that assumes infinite correlation time, is the most popular model

within Kalman filtering applications since it matches the discrete-time recursive stochastic framework nicely and has

little difference in performance compared with the general GM model as shown in previous work [11, 12]. Two of the

most commonly used temporal wind models are the first order and the second order RW models, which are based on

Gaussian RW processes and Markov chain models. Although these two temporal models do not consider the long-time

correlation in a turbulent wind field, they are widely used in the wind energy community for synthetic wind speed

generations and prevailing wind estimation for their simplicity [13, 14].
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1. First Order Random Walk Model

By assuming wind dynamics as first order Gaussian RW processes, the wind model can be derived as Eq. (5)
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where wwk is zero-mean white Gaussian noise vector and [`=, `4, `3] is the wind acceleration expressed in the NED

frame.

2. Second Order Random Walk Model

Similarly, wind dynamics can be modeled as second order Gaussian RW processes as shown in Eq. (6) and Eq. (7)
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where w`k is a zero-mean white Gaussian noise vector.

Compared with the first order RW process, the second order RW process has a longer memory of historical data and

the underlying correlation. Researchers have found that the second order RW process is more accurate in generating

synthetic wind speed time series [13, 14]. Another advantage of using the second order RW model is that it allows wind

accelerations be explicitly included in the UAV dynamic equations, as shown in Eq. (8) [1]
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where [?, @, A] are rotation rates and Xb
n (q, \, k) = Xn

b
(q, \, k)ᵀ is the rotation matrix from the NED frame to the body
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frame. However, as more states are introduced in the second order RW model, it becomes more complex and may

generate more challenges for the tuning of wind estimation stochastic filters.

B. Frequency Domain Wind Representation

In addition to the time domain wind modeling, frequency domain models, especially PSD models, are also widely

used to represent wind variations. Frequency domain models can provide information of wind energy distribution across

different frequencies. PSD is often used for turbulence modeling and for flight controller validation. A continuous

gust profile is also referred to as turbulence. The turbulence \wt can be considered as the combination of a series of

individual gust and is often idealized as a stationary Gaussian random process. A stationary Gaussian random process

can be generated by the superposition of an infinite number of sinusoidal components using Eq. (9) [15]

Vwt (C) =
∞∑
:=1

√
Φ(l: )Δl cos(l: C +Ψ: ), (9)

where Φ(l: ) is the PSD function, l: is the frequency of each individual component, and Ψ: is the random phase

angle. Among a variety of continuous gust models, the von Kármán and Dryden models are most commonly used PSD

functions for flight controller design and turbulence modeling in aircraft gust load analysis.

1. Dryden Wind Turbulence Model

The mathematical expressions for the Dryden wind turbulence model are shown in Eqs. (10) - (15) [16]
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ΦAC (l) =
∓

(
l
+

)2
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(
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where [ΦDwC (l),ΦEwC (l),ΦFwC (l)] represent power spectral densities of turbulence along the UAV’s body axes \wt

[DwC , EwC , FwC ]. [Φ?C (l),Φ@C (l),ΦAC (l)] represent power spectral densities for three angular velocity components

caused by turbulence [?C , @C , AC ]. 1 is the aircraft wingspan, f∗ is the turbulence intensity along aircraft boy axis, and

!∗ is the turbulence length scale along aircraft boy axis, which is a function of altitude. Note that C stands for turbulence.

2. Von Kármán Wind Turbulence Model

The von Kármán wind turbulence model describes the continuous gusts by using similar parameters as the Dryden

wind turbulence model. The major difference between these two models is that the von Kármán model has irrational

PSDs for linear velocity components while the Dryden model has rational ones. Mathematical expressions for the von

Kármán model are shown in Eq. (16) - (18) [17]
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1.339!F l

+

)2] 116 , (18)

whereas power spectral densities for three angular velocity components of von Kármán turbulence are the same with

those in the Dryden turbulence model, shown in Eq. (13) - (15).

Note that, both models assume the wind turbulence is varying in space but frozen in time, and they rely on the UAV’s

motion through the turbulence field to generate temporal variations in wind speed (they are expressed in the UAV’s

body frame instead of the NED frame). These two turbulence models can be incorporated into the UAV’s equations of

motion as wind disturbances [18]. Compared with the Dryden model, the von Kármán model generally fits the wind

measurements better. However, the desired filter implementations of the von Kármán model can only be approximated

due to its irrational PSDs. Both models can be simulated using MATLAB, with the details provided in [1, 19, 20].

C. Spatial Wind Description

In addition to temporal wind speed correlations, certain wind fields also have strong correlations with the spatial

information. Examples include mountain waves, thermal wind, and aircraft wake vortex. A general spatial wind field can

be modeled by a function correlating 3D wind speed and 3D positions. The most intuitive way of finding the correlation
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function is using a polynomial, which may be difficult to find for a general wind field. Empirical modeling can be used

instead to model certain types of spatial wind fields based on former experience and measurements. Example empirical

models include wind shear model, discrete gust model, and thermal model [16, 21, 22].

1. Wind Shear Model

There are two wind shear models that are widely used [21]. The first one is the wind profile power law, shown in Eq.

(19) [23]

+wℎ = +wℎA

(
ℎ

ℎA

)W
, (19)

where +wℎ is the horizontal wind speed
√
w=2 + w42, ℎ is the altitude, and ℎA is the altitude that the reference horizontal

wind speed +wℎA is measured. The wind shear exponent W is an empirical coefficient, which varies with the stability

condition of the atmosphere. For nominal conditions, W is approximately 1/7. The second one is the wind profile log

law, shown in Eq. (20) [24]

+wℎ = +wℎ6

ln
(
ℎ
I0

)
ln

(
6
I0

) , (20)

where +wℎ6 is the horizontal wind speed measured at 6 meters above the ground and I0 is an empirical constant. Both

models can be used to predict or extrapolate wind speed at a certain altitude given horizontal wind measurements from

other altitudes. The wind shear model is widely used in UAV dynamic soaring researches for flight endurance extension.

2. One-minus-cosine Gust Model

One widely used idealized gust model is the one-minus-cosine gust model. The one-minus-cosine model is often

used to describe an individual gust, or so called a discrete gust [16]. The discrete gust model usually assumes the gust

velocity to be one dimensional, which is acting normally along the aircraft body x, y, or z axis for longitudinal or lateral

motion analysis. The mathematical expression for the one-minus-cosine model is shown in Eq. (21)

+w6 =



0 G < 0

+<6

2

(
1 − cos

(
cG
3<6

))
0 ≤ G ≤ 3<6 ,

+<6 G > 3<6

(21)

where +<6 is the gust amplitude, 3<6 is the gust length, G is the distance traveled, and +w6 is the resultant wind velocity

in the body frame. Note that 6 stands for the discrete gust.
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3. Thermal Model

Thermals, commonly referred to as updrafts, are columns of rising air generated by the uneven ground surface

heating. The vertical wind speed within an individual thermal column decays from the maximum magnitude at the

thermal center following a bell shape, as shown in Eq. (22) [22]

wI (G, H) = wI (G0, H0)4
−
(
(G−G0)2+(H−H0)2

'02

) [
1 −

(
(G − G0)2 + (H − H0)2

'0
2

)]
, (22)

where wI (G, H) is the vertical wind speed at position (G, H), (G0, H0) is the position of the thermal center/core, and '0 is

the radius of the thermal column. In this model, the thermal column is assumed to be stationary, where its position and

vertical speed distribution does not change over the time. The study of thermals can help develop small UAVs with the

capabilities to extract energy from the atmosphere (static soaring) for long range flight.

4. Wake Vortex Model

Wake vortex, also known as wake turbulence, is an atmospheric disturbance that generated by a flying aircraft when

the air below the wing circulates around the wingtip due to the pressure difference. The generated wingtip vortices are

counter-rotating pairs that trail from wingtips and can remain in the air for several minutes after the aircraft flies by

Burnham-Hallock model, a commonly used wake vortex model of the tangential velocity field, is shown in Eq. (23)

[25, 26]

w\ (A) =
Γ0
2cA

A2

A2 + A22
, (23)

where Γ0 is the initial wake vortex strength, A2 is the vortex core radius, A is the radial distance to the vortex filament

center line, and w\ (A) is the tangential velocity of wake vortex at distance A from the vortex center. The initial wake

vortex strength is primarily determined by the airspeed and the weight (lift) of the aircraft. The decaying of the generated

wake vortex can be described as different models such as Sarpkaya decay model [27]. Real time measurement of wake

vortex locations is critical to fuel saving formation flight of manned and unmanned aircraft [28].

D. Other Wind Models

Other than the models mentioned before, the wind field can also be obtained using CFD methods, which are able to

consider complex terrain and weather conditions [29, 30]. The simulations are usually based on the governing equations

of air flow and specific boundary conditions; thus, the results are much closer to those obtained with the above empirical

models. In ideal conditions, the CFD can also provide the turbulent field information in addition to prevailing wind.

However, CFD models are often computationally expensive, especially for large scales. Currently, it is difficult to

resolve the entire flow in a field of 1 km scale. Certain closure models, such as large eddy models, are usually involved.

In a smaller scale similar to a UAV, the CFD can be used to accurately estimate lift, drag, and torque. Consequently,
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the flight response can be modeled. In the future, the integration of large-scale wind simulation and small-scale flight

response estimation will lead to the development of better UAV control algorithms.

III. UAV Sensors for Wind Sensing and Estimation
The impact of wind and turbulence on aircraft can be modeled by aircraft kinematics and dynamics equations [1].

Sensors presented in this section are those commonly used or have the potential to be used on small fixed-wing UAVs to

facilitate the sensing and estimation of wind fields. Main consideration factors include their size and weight. Based on

Eq. (1) and Eq. (3) and considering wind field estimation requirements, the recommended sensors can be summarized

as four major categories.

1) Sensors to measure/estimate the UAV’s 3D position [%=, %4, %3] and ground velocity [+=, +4, +3], which are

required to solve wind triangulation or for spatial wind field modeling and estimation;

2) Sensors to measure/estimate the UAV’s orientation [q, \, k], which are needed for coordinate transformations

between the body frame and the NED frame;

3) Sensors to measure/estimate air triplets [+, U, V], which are required to solve wind triangulation and for coordinate

transformations between the wind frame and the body frame;

4) Sensors to measure/estimate the UAV’s inertial and dynamic response to wind and turbulence, including body

frame accelerations [0G , 0H , 0I], body frame rotation rates [?, @, A], and control surface deflections [X0, X4, XA ]

and thrust [XC ].

A. Sensors for Position and Ground Speed Measurements

Currently, most of unmanned aircraft systems rely on the Global Positioning System (GPS) for localization. In fact,

many GPS receivers can also provide accurate ground speed measurements [+=, +4, +3] by utilizing Doppler effect. Low

cost GPS receivers used on most small UAVs have an update rate within the range of 5 - 10 Hz and with the accuracy of

a couple of meters. There are several ways to improve the accuracy of GPS, including sensor fusion with multi GPS

antennas, real-time kinematic (RTK), real-time precise point positioning (PPP), and GNSS/INS fusion [31]. A typical

differential GPS setup can achieve centimeter level accuracy, however, is usually more expensive. Comparisons of

several typical GPS receivers are shown in Table 1.

B. Sensors for Attitude Estimation

Most UAVs nowadays rely on inertial measurement units (IMUs) for inertial measurements and attitude estimation.

A typical MEMS IMU consists 3-axis accelerometers, 3-axis rate gyros, and 3-axis magnetometers. Accelerometers

are used to measure translational accelerations [0G , 0H , 0I], rate gyros are used to measure rotation rates [?, @, A],

magnetometers are used to measure the magnetic field mostly for heading k correction. Attitudes [q, \, k] of UAVs are
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Table 1 Comparison of typical GPS receivers

Horizontal Position Velocity Heading Max Approximate
Accuracy (CEP) Accuracy Accuracy Update Rate Cost

Ublox LEA-6H 2.5 m 0.1 m/s 0.5 deg 5 Hz 90 USD
Ublox NEO-M8P 2.5 m 0.05 m/s 0.3 deg 10 Hz 150 USD

Ublox NEO-M8P RTK 0.025 m + 1 ppm - - 8 Hz 300 USD
NovAtel OEM615 1.5 m 0.03 m/s - 50 Hz 1600 USD

NovAtel OEM615 RTK 0.01 m + 1 ppm - - 50 Hz - USD

often estimated by combining multiple raw IMU measurements to compensate for sensor noises and drifts at an update

rate of 50 - 100 Hz. It is typically done by integrating [?, @, A] using Eq. (24)



¤q

¤\

¤k
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=
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1 sin q tan \ cos q tan \
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0 sin q
cos \

cos q
cos \
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?

@

A


, (24)

and combining with other measurements, such as accelerometers and magnetometers. Specifications of several widely

used MEMS IMU based attitude and heading reference systems (AHRS) are shown in Table 2. Besides IMUs, there are

vision-based systems to determine UAVs attitude [32].

Table 2 Comparison of AHRS

Attitude Accuracy Attitude Accuracy Update Rate Approximate
(Static: Typical) (Dynamic: Typical) Cost

Pixhawk Cube Logged at 25 Hz 200 USD
(InvenSense) - - by Default
(MPU-9250)
VectorNav-100 ±0.5 deg (Roll, Pitch) ±1 deg (Roll, Pitch) 400 Hz 800 USD

±2 deg (Yaw) ±2 deg (Yaw)
MicroStrain ±0.5 deg (Roll, Pitch, Yaw) ±2 deg (Roll, Pitch, Yaw) 1000 Hz 1900 USD
3DM-GX3-35
MicroStrain ±0.25 deg (Roll, Pitch) ±0.25 deg (Roll, Pitch) 500 Hz 1600 USD
3DM-GX4-25 ±0.8 deg (Yaw) ±0.8 deg (Yaw)
Xsense MTi ±0.2 deg (Roll, Pitch) ±0.3 deg (Roll, Pitch) 2000 Hz 3000 USD
-200 VRU

C. Sensors for 3D Airspeed Measurements

3D airspeed vector [D, E, F] or air triplets [+, U, V] describe the relative motion between UAVs and surrounding air.

They are essential for wind/turbulence sensing and estimation. The airspeed + is generally measured by a Pitot-tube

with pressure sensors attached. AOA/U and AOS/V can be directly measured using air flow sensors, such as flow vanes
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or multi-hole Pitot-tubes. A flow vane, also known as a pivoted vane, is a mass-balanced wind vane that can align itself

with the direction of the incoming air flow [33]. The angle between a flow vane and the reference line on the aircraft

can then be measured by a potentiometer. Multi-hole Pitot-tubes can measure flow angles by sensing the pressure

difference from different holes [33]. Specifications of several representative ADS are shown in Table 3. Note that

there are other commercial vane sensors available on the market made by Space Age Control, Spingarage, etc, but

these sensors have limited application on small UAVs due to their size and/or weight. There also exist other direct

measurement methods, such as distributed pressure sensing [34, 35], optical sensors [36, 37], hot film sensors [38].

Recently, sonic anemometers have been installed on UAVs for wind measurements/estimation [39, 40].

Table 3 Comparison of ADS

Airspeed/Pressure AOA/AOS Update Approximate
Accuracy Accuracy Rate Cost

MPXV7002 (Analog) 100 Pascal - Analog 30 USD
Eagle Tree Airspeed MicroSensor V3 NA (Resolution: 0.45 m/s) - 50 Hz 60 USD

US Digital MA3 Encoder - - 250 Hz 50 USD
STI22FS Potentiometer (Analog) - - Analog 150 USD

Aeroprobe Micro ADS 1 m/s ±1 deg 100 Hz 4500 USD
(Range: 8 - 45 m/s) (Range: ±20 deg)

D. Sensors to Measure UAV’s Dynamic Response to Wind

To study the interactions between UAVs and flow fields, especially UAV’s dynamic response, it is important to

measure the UAV’s inertial states [0G , 0H , 0I] and [?, @, A], which oftentimes by IMUs. The inertial and air flow angle

measurements of an aircraft are usually good indicators of turbulence encounters, which are essentially the output

of the aircraft open or closed loop system in response to wind disturbance. To single out the dynamic response due

to flow fields, it is important to remove dynamic response caused by control surface maneuvers by using identified

aircraft dynamic models. Most of small UAVs utilize pulse width modulation (PWM) signals to control actuators.

Those PWM signals are generally logged during the flight and can be mapped to control surface deflection angles after

offline calibrations. For example, control surface deflections [X0, X4, XA ] can be obtained by attaching potentiometers to

the control linkages. Thrust XC can be calculated using logged PWM signals and identified engine thrust model.

IV. Effects of Wind on UAV Motion
As mentioned in the previous section, certain sensors can be used to measure UAV’s dynamic response to different

flow fields. In order to estimate/reconstruct wind from sensor measurements, it is important to study the interaction

between UAVs and wind and understand how wind affects UAV kinematics and dynamics. For manned aircraft, the

effect of winds is more critical during takeoff or approach and landing at low altitudes, while the influence of winds is
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not so important at high altitudes and speeds [7]. For small UAVs, the wind effect could be significant during all the

stages of flight including cruise conditions [8, 41]. The effect of wind on UAV motion can be modeled generally in three

ways, 1) point lift, 2) state space model, 3) distributed lift [7].

A. Wind Effect on UAV Motion (Point Lift)

When the changes of mean wind are sufficiently small with respect to the size of the UAV, all the aerodynamic

forces can be concentrated at the center of gravity for analysis, which is called point lift [7]. The mean wind, gust, and

turbulence affect the UAV motion through the body frame air speed vector ([D, E, F] or [+, U, V]) and the aerodynamic

forces. Gust and turbulence also affect the UAV rotational motion including the rotation rate vector ([?, @, A]), and the

rolling, pitching, and yawing moments. The body frame air speed vector can be written as [1]


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, (25)

where [D′, E′, F′] are the ground speed expressed in the aircraft body frame, [Dw, Ew, Fw] are the wind speed in the

aircraft body frame, [w=B ,w4B ,w3B ] are slowly evolving wind in the NED frame, and [DwC , EwC , FwC ] are turbulence

disturbances expressed in the body frame.

Given estimated [D, E, F], the airspeed magnitude and two flow angles can be derived using Eq. (26)


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
=
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D
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sin−1 ( E√
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)


, (26)

and then used for 3D wind estimation.

Note that the air triplets [+, U, V] affect the lift, drag, and thrust forces as well as rolling, pitching, and yawing

moments. This means that the wind, gust, and turbulence effect will show up on the aerodynamic forces and accelerometer

measurements, shown in Eq. (8). For example, the inertial sensors and airspeed magnitude can be combined for the

estimation of inertial angle of attack and then the 3D wind [42, 43], assuming certain stability and control derivatives

are known.
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Gust and turbulence also affect the rotational motion, which can be modeled as gust induced rotational rate [19, 44]
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, (27)

where [?, @, A] are inertial rotational rates of the aircraft, [?A , @A , AA ] are air-relative rotational rates of the aircraft, and

[?C , @C , AC ] are rotational rates of the turbulence. The gust and turbulence effect may show up on the UAV orientation

angles, dependent on the disturbance magnitude and controller performance.

B. State Space Models with Turbulence Disturbance

Alternatively, state space aircraft longitudinal and lateral models can be used to include the wind impact, especially

the turbulence impact on UAVs. A general state space model for UAV longitudinal or lateral dynamics is shown in

Eq. (28) as an example [2, 45]. The longitudinal state space model has been used for the reconstruction of wind and

turbulence in simulations [44].

¤x = Ax + Bu +Gwt, (28)

where x is a vector of the longitudinal or lateral system states, u is a vector of the control surface deflections, wt is a

vector of the wind disturbances including [DwC , EwC , FwC , ?C , @C , AC ].

The longitudinal state space model to describe the wind turbulence effect can be written as [2, 45]
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, (29)

where ΔD,ΔF,Δ@,Δ\ are perturbed aircraft longitudinal states, [X4, XC ] are elevator and thrust control commands,

[DwC , FwC , @C ] is the longitudinal turbulence perturbation vector, [-D , ..., -XC ], [/D , ..., /XC ], and ["D , ..., "XC ] are

longitudinal stability and control derivatives of the aircraft. In simulations, DwC , FwC , and @C are usually generated using

Dryden turbulence model, shown in Eqs. (10)-(15).
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Similarly, the lateral state space model to describe the wind turbulence effect can written as [2, 45]
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where ΔE,Δ?,ΔA,Δq are perturbed aircraft longitudinal states, [EwC , ?C , AC ] are lateral turbulence perturbation vectors,

[X0, XA ] are aileron and rudder commands, [.E , ..., .XA ], [!E , ..., ! XA ], and [#E , ..., #XA ] are lateral stability and control

derivatives of the aircraft. In simulations, EwC , ?C , and AC can be generated using Dryden turbulence model [1].

C. Wind Effect on UAV Motion (Distributed Lift)

Although UAV-wind interaction can be modeled by single point force analysis, the accuracy of which is often limited

as these dynamics equations are only accurate under nominal cases (under small perturbation assumptions). Instead of

analyzing the aircraft forces only through one point, a general computational approach is to consider multiple grids

on the aircraft for force and moment analysis [45, 46]. The wind impact modeling can be improved by incorporating

aerodynamic changes into flight dynamics, which is usually calculated using CFD models. The impact of nonuniform

flow field on UAVs will show up in the aerodynamic forces and moments including lift, drag, thrust, rolling moment,

pitching moment, and yawing moment. CFD methods can be used to calculate these forces and moments given the

nonuniform wind field information. A good example is the prediction of wake vortex influence on aircraft responses

using vortex lattice method during aircraft wake vortex encounters [46, 47]. The wake induced aerodynamic forces and

moments can be combined with the forces and moments from the mean wind to predict the aircraft inertial responses

including rotation rates, orientations, accelerations, velocities, and positions.

V. Summaries of Existing Work and Recommendations
In this section, representative solutions for wind sensing and estimation using fixed-wing UAVs are summarized.

General recommendations and considerations are provided to help determine which windmodels, sensors, and algorithms

are needed for future research related to wind sensing and estimation.

A. Summary of Existing Work

Representative works for wind sensing and estimation using fixed-wing UAVs are summarized in Table 4 with the

main focus on those with flight validation results. Different combinations of sensor hardware and estimation filters are

shown in the table as well. Note that references shown in emph are with simulation results only, while references shown
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in bold have flight test results. In addition, in some references, results from multiple methods are presented.

Table 4 Existing work on wind sensing and estimation using small fixed-wing UAVs

IMU+GPS+ IMU+GPS+
GPS IMU + GPS GPS + Regular IMU+GPS+ Regular Pitot-Tube+ Multi-Hole IMU+GPS+ Other

Pitot-Tube Regular Pitot-Tube Mechanical Vanes Pitot-Tube Sonic Anemometer

3D prevailing 2D prevailing 2D prevailing
[48] [49–51] [39]

Direct/MAF 3D prevailing
[52] [53]
PSD

[54, 55]
1st-Order RW: 1st-Order RW: 1st-Order RW: 1st-Order RW: 1st-Order RW
2D prevailing 2D prevailing 2D prevailing 3D prevailing 2D prevailing

[56] [57] [50, 58] [59] Vision+Regular
EKF 3D prevailing 3D prevailing Pitot-Tube

[60] [61] [43, 48] [62]
Thermal Model:
Updraft estimation

[63]
1st-Order RW: 1st-Order RW 1st-Order RW:
2D prevailing + Dryden: 3D prevailing

UKF [64] 3D prevailing [64, 65]
3D prevailing + turbulence 2nd-Order RW:

[64] [66] 3D prevailing
[67]

Thermal Model:
PF Updraft estimation

[68]
2D prevailing wind 1st-Order RW

Others [50, 69, 70] + Dryden:
3D prevailing

[18]

Most of the existing algorithms can be divided into two broad categories, deterministic algorithms, which include

the moving average filter (MAF) and the complementary filter (CF), and stochastic algorithms, which include the

extended Kalman filter (EKF), the unscented Kalman filter (UKF), and the particle filter (PF). Deterministic algorithms

are usually more computationally efficient and easier to implement. However, they lack the ability to handle unknown

noises and biases. On the other hand, the tuning of the stochastic filter can be quite challenging for different noise

parameters [10]. Because small UAVs are often limited by budget and payload, stochastic algorithms are more often

used for more accurate results. Other than the algorithms mentioned above, there are other algorithms that can be

applied to the wind estimation problem, such as optimization based approach (for example, model predictive control)

[71], fuzzy logic and data driven approach (for example, neural network and machine learning) [72, 73].

It is shown in Table 4 that the combination of EKF and 1st-order RW model is the most popular formulation for UAV-

based wind estimation as such a combination is easy to implement and computational friendly. This combination has also

been shown to be reasonably effective, even with respect to more complicated models [11, 12]. In addition, 2D prevailing

wind can be accurately estimated using only IMU and GPS or even GPS by itself with support from optimization methods

[69, 70]. However, UAVs are required to perform certain maneuvers, such as circling (roll/pitch/heading change), to

make wind states observable [74, 75]. A standard setup for 2D prevailing wind estimation is GPS + regular Pitot-tube
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[57] or IMU + GPS + regular Pitot-tube [58]. For the problem of 3D wind sensing/estimation, most of the existing

work requires direct measurements of air triplets either using a regular Pitot-tube and flow angle vanes or a multi-hole

Pitot-tube [53]. However, if certain assumptions regarding AOA and AOS are made [48] or partial UAV aerodynamic

model is available [43, 66], it is possible to estimate 3D wind with the set up of IMU, GPS, and a regular Pitot-tube.

Generally speaking, more direct wind measurements will improve the observability and redundancy of a filter, however,

it is not required to have all measurements for a filter to work. For example, some states or measurements like AOA or

AOS can be derived instead of directly measured if UAV dynamics models are known [56]. The observability issue can

also be tackled by performing certain maneuvers [74, 75].

For meteorological applications, most researchers used direct calculation methods and are interested in vertical

wind profile and the PSD of wind field. On the other side, most researchers in robotics or guidance, navigation, and

control community often used stochastic filters for mean wind estimation, with few applications using direct flow angle

measurements (aircraft wake encounters). The reason is that most of the small UAVs nowadays are already equipped

with GPS and IMU since they are cheap, light weight, and widely available. But very few UAVs are equipped with a

high quality ADS.

Another major challenge for UAV based wind estimation comes from the validation and estimation error quantification

part, since it is difficult to find a ground truth of the spatio-temporal wind field around an UAV during flight tests. A

widely used method for validation is comparing UAV wind estimation results with measurements from other wind

sensing instruments such as ground wind anemometer, SODAR, LiDAR, radiosonde, or a multi-hole probe based air

data system onboard the same UAV. Among these instruments, ground wind anemometers are the mostly used, as they

are relatively cheaper and easier to deploy. However, the major drawback is that they are often not at the same locations

or altitude as UAVs. Therefore, measurements from ground weather stations need to be interpolated or extrapolated

using certain wind profile models for fair comparisons with UAV wind estimates along the flight trajectory. A summary

of ground truth source and UAV wind estimation error comparison from several representative papers are shown in Table

5. Note that there are also graph-based comparison results between UAV wind estimates and ground wind measurements

with no error statistics [50, 59]. In summary, it can be observed from Table 5 and other literature that the ground truth

source and the way of presentation are quite different, which makes it difficult to perform systematic performance

comparison among different wind estimation filters. In addition, the selected ground truth data can also introduce

nontrivial errors.

Since a great number of wind sensing and estimation solutions is Kalman filter based, several representative Kalman

filter formulations are shown below. Note that as a survey paper, implementation details are not the focus. Only

state, input, and measurement vectors for these representative Kalman filters are included in the following sections.

Implementation details regarding the Kalman filter in general and these representative formulations can be found in [76]

and [43, 57, 59, 64, 77], respectively.
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Table 5 Wind estimation results from flight tests

Ground Truth Source Wind Estimation Results
[18] Along-trajectory wind from a multi-hole probe RMSE of 3D wind estimation in body frame x, y, z

and GPS/INS (1 m/s, 1.8 m/s, 0.6 m/s)
Ground weather station with sonic anemometer (3 m) 3D wind estimation in NED frame N, E, D

[43] Power law corrected Mean error (0.88 m/s, 0.69 m/s, 0.84 m/s)
Error standard deviation (0.80 m/s, 0.41 m/s, 0.70 m/s)

[48] Along-trajectory wind from Pitot-tube, RMSE of 3D wind estimation in body frame x, y, z
vane measurements,and GPS/INS (0.13 m/s, 1.1 m/s, 1 m/s)

Mean horizontal wind speed error within 1 m/s
[49] Sodar, Weather tower (99 m) Average direction error 20 deg

Vertical wind standard deviations up to 0.4 m/s
[57] Automatic weather station (15 km away) Mean horizontal wind speed error 1.2 m/s

Power law corrected Mean direction error 5.6 deg
[65] Portable ground weather station (7 m) Mean horizontal wind speed error 0.11 m/s

Power law corrected Mean direction error 16.71 deg

1. Representative 2D Prevailing Wind Estimation Filter

Cho et. al. presented a simple extended Kalman filter (EKF) for the estimation of 2D horizontal wind using only a

conventional Pitot-tube and a GPS receiver [57]. The EKF states, inputs, and measurements are shown in Eq. (31)

x = [+w kw B 5 ]) , (31a)

u = [+6 k6]) , (31b)

z = [?3]) , (31c)

where +w is the wind speed, kw is the wind direction, B 5 is the scaling factor for the pressure sensor, and ?3 is the

dynamic pressure. The propagation equations follow the first order random walk model. The measurement equation is:

+6
2 ++w2 − 2+6+w cos

(
kw − k6

)
= +20 =

?3

B 5
. (32)

The wind triangle equation for this formulation is given by Eq. (32), where k6 is UAV heading calculated from GPS.

Cho’s filter is one of the simplest horizontal wind estimation filter for UAVs. It requires certain UAV maneuvers such as

circling or figure 8 to meet the observability requirements.

2. Representative 3D Prevailing Wind Estimation Filter with Direct Flow Angle Measurements

Rhudy et. al. developed an UKF that could estimate aircraft attitude and 3Dwind simultaneously usingmeasurements

from IMU, GPS, airspeed sensor, and flow angle vanes [64]. The UKF states, inputs, and measurements are shown in
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Eq. (33)

x = [D E F q \ k w= w4 w3]) , (33a)

u = [0G 0H 0I ? @ A]) , (33b)

z = [+= +4 +3 +?8C>C U V]) . (33c)

These states are propagated using Eq. (8), Eq. (24), and Eq. (5). The measurement equations are Eq. (1) and Eq. (3).

Rhudy’s filter combines conventional inertial, GPS, and flow angle measurements for accurate estimates of 3D wind.

However, it may be difficult to install or maintain flow angle vanes on UAVs, especially flying wing UAVs.

3. Representative 3D Prevailing Wind Estimation Filter without Direct Flow Angle Measurements

To estimate 3D wind without direct flow angle measurements, certain assumptions regarding AOA and AOS have to

be made. The assumptions can be either model-free [48], or model-aided [43]. The approach in [43] is based on an

EKF, where the filter states, inputs, are the same with those shown in Eq. (33a) and Eq. (33b). However, the major

difference between [64] and [43] is that instead of relying on direct flow angle measurements for update, [43] takes the

model-aided approach by correlating lift equations and side force equations with inertial angles of attack and sideslip.

4. Tightly Coupled Navigation and Wind Estimation Filter

There are other formulations to solve the wind triangle equation through tightly coupled filters with many other

aircraft states. For example, wind estimation can be coupled with UAV navigation states to form a tightly coupled EKF

[59, 77]. A representative example for these types of filters is the EKF2 in the open source pixhawk codebase [77]. The

EKF states, inputs, and measurements are shown in Eq. (34)

x = [@0 @1 @2 @3 += +4 +3 %= %4 %3 ?1 @1 A1 0G1 0H1 0I1 "= "4 "3 "G "H "I w= w4]) , (34a)

u = [0G 0H 0I ? @ A]) , (34b)

z = [+=< +4< +3< %=< %4< %3< "G< "H< "I< +< k< V<]) , (34c)

where [@0, @1, @2, @3] are attitude quaternions, [?1 , @1 , A1] are gyro biases, [0G1 , 0H1 , 0I1 ] are accelerometer biases,

["=, "4, "3] is the earth magnetic field, ["G , "H , "I] is the body magnetic field, and < denotes the measurement.

The propagation equations and measurement equations follow standard aircraft equations of motion [1, 77]. Note that in

the observation innovations, yaw angle k< and sideslip angle V< are optional and may not be direct measurements. For

example, k< can be calculated from GPS velocities whereas V< is typically assumed to be zero for fixed-wing UAVs.

Measurements from optical flow sensor and barometer can also be used.

19



B. Recommendations for Wind Model, Sensor, and Algorithm

The two most important factors to consider for UAV-based wind sensing and estimation are the application scenario

and budget, which can help determine what platform, wind models, and sensors to use. Consequently, those selected

wind models and sensors will help determine the type of estimation filters. For example, for thermal soaring missions,

it is straightforward to use a glider equipped with GPS, IMU, and ADS. If resources are available, a full ADS with

accurate AOA and AOS measurements can be used, with the help from certain vertical wind estimation algorithms.

If the budget or payload is limited, a low cost system with the conventional Pitot-tube can be selected instead. The

first order RW model and the thermal model can be used to represent wind dynamics in an EKF or UKF sensor fusion

framework. In summary, it is important to find a balance between hardware/sensors and software/algorithms as well as

between cost and performance accuracy. A good overview of UAV platforms and sensors for meteorological sampling

can be found in [3].

General considerations and recommendations regarding wind model, sensor, and algorithm selection are listed as

follows.

For the selection of wind models, it is crucial to identify the dominant wind component to be measured or estimated.

For general UAV wind sensing and estimation problems, a combination of several wind models including prevailing

wind, turbulence, and wind shear may yield the best results. It is also important to think about how to incorporate wind

models into flight dynamic models, as different modeling methods can affect estimation accuracy differently, especially

under turbulent conditions [44].

For the selection of sensors, the following major points need to be considered:

1) Sensor type and budget: The major wind measurement sensor onboard a UAV needs to be carefully selected

based on the application focus and budget. For instance, a high quality airflow angle sensor such as a multi-hole

probe is usually selected for many meteorological turbulence measurement scenarios [54, 55], while an accurate

IMU is more important for gust alleviation control application;

2) Size and weight: UAVs, especially small UAVs are often limited by their space and weight. Small and light

sensors with low power consumption are usually preferred for small UAVs due to installation challenges [3];

3) Update rate: Sensor and filter update rate needs to be carefully evaluated based on frequencies of interest for the

targeted wind field. For example, sensors with a high update rate (50 - 100 Hz or higher) need to be selected for

turbulence measurement applications [53, 55];

4) Estimation accuracy: Although delicately designed algorithms/filters can improve the estimation accuracy, it is

essentially limited by the accuracy of sensor measurements [3, 52];

5) Noise level: Filters are often required for low cost sensors with a high random noise level. The low signal to

noise ratio will make it difficult for the signal reconstruction;

6) Location of installation: Locations of wind sensors are critical to later modeling and control efforts. For example,
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the location and orientation alignment of an IMU is critical to the wind speed transformation from the body frame

to the inertial frame as well as to the aircraft system identification and flight control. Another good example is

the ADS, where the Pitot-tube should be installed far enough from the fuselage to stay away from the structure

generated disturbance. The location of flow angle vanes also have a big impact on the sensor calibration and

turbulence detection such as wake vortices [78].

For the selection of wind estimation algorithms, the following questions need to be answered:

1) Can you afford a suite of high quality airflow sensors for your UAV both budget wise and payload wise? If yes,

the most accurate and reliable sensors can be selected with the highest update rate within your budget. Otherwise,

aerodynamic model-aided filters [43, 56] or optimization approaches [79] can be used to compensate for the

missing of direct flow measurements;

2) How is your sensor quality and calibration? Are your sensor noises/biases/alignment errors small? If yes,

deterministic algorithms such as MAF or CF can be used. Otherwise, stochastic algorithms are usually preferred;

3) What is your computational power constraint? CFs and EKFs are generally considered computationally efficient

while UKFs, PFs, and optimization based approaches are often computationally intensive for most UAVs’ onboard

microprocessors;

4) Are you planning to reuse an existing estimation framework? If yes, cascaded filter structure can be utilized

[56, 58, 61]; Otherwise, a tightly coupled filter structure can be implemented [59];

5) How is the observability of the developed filter/algorithm? Certain flight maneuvers may be required for filter

convergence [70, 74, 75];

6) Are you interested in both wind speed estimation and wind field estimation? If yes, parameters in the wind field

model can be implemented as states in the filter/algorithm to be estimated [80–82].

C. Potential Future Directions for Wind Estimation

In summary, there are many challenges for UAV-based wind estimation such as sensor, filter, and model selection,

and wind validation truth. The following potential future directions are envisioned for wind estimation problem:

1) Turbulence estimation: Current state of the art wind estimation filters are mostly for prevailing wind estimation.

There exist aircraft-based turbulence estimation approaches from meteorological society. For example, energy

dissipation rate (EDR) estimation [83]. However, direct flow measurements such as flow vanes or multi-hole

probe are usually required. It will be very useful if aerodynamic model-aided filters can be developed for

UAV-based turbulence estimation;

2) Further analysis on observability and convergence of the wind estimation filters: Current Kalman filter based

approaches for wind estimation usually use the 1st order RW based wind model. However, the wind field pattern

for UAV BVLOS operations could be quite different both spatially or temporally. It is unclear if the filter estimate
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can converge and how fast it can converge given highly dynamic wind fields;

3) Wind field pattern estimation: Most of the existing literature focuses on wind estimation along the aircraft

trajectory. There may exist strong spatial or temporal patterns for a specific wind field such as fire generated

plumes or flows around a building. It will be very useful to consider those temporal or spatial wind patterns in

design of low-level flight control or high-level guidance law;

4) Performance quantification for UAV based wind sensing system: Although many researchers have developed

different UAVs for wind and turbulence sensing missions, the overall system performance requirements are not

well quantified including accuracy, dynamic response, full-scale range, etc.

5) Wind field prediction: To improve flight performance and safety, it will be beneficial if the wind field ahead can

be predicted or interpolated based on previous wind estimates along the UAV trajectory or from neighboring

aircraft. Examples include thermal prediction and wake vortex prediction and sensing.

VI. Conclusions
This paper presents a thorough survey of existing methods on wind sensing and estimation using small fixed-wing

UAVs. Representative wind models are first introduced for the wind sensing and estimation problem. Available

UAV sensors are then summarized and compared, with the focus on UAV dynamic responses to wind and turbulence.

Representative stochastic filter types and formulations are discussed and compared in detail with recommendations for

future research directions. Through the summary of existing work, it is found that the selection of wind measurement

and estimation methods are primarily driven by applications. For example, researchers working on meteorological

applications tend to use direct calculation methods with a complete and high quality sensor suite (e.g., a multi-hole

probe) while researchers working on GNC applications prefer stochastic filters with a standard sensor suite. In addition,

the EKF is the most popular filter for small UAV-based wind estimation, whereas the 1st-order RW model is the

most widely used wind model. The majority of existing work focuses on the time domain prevailing wind estimation,

where 2D prevailing wind estimation is well studied and available on open source autopilots. In the past several years,

researchers started to work on 3D prevailing wind estimation without using direct flow angle measurements. Future

wind estimation researches for fixed-wing UAVs may focus on turbulence estimation, enhanced wind modeling, wind

field estimation, and wind field prediction.
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