Use of Tonal Information in Korean Lexical Access
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Abstract

Prominence in Seoul Korean is realized at the level of the Accentual Phrase (AP), with the AP-final High (H) tone signaling word-final boundaries and the AP-initial Low (L) tone signaling word-initial boundaries [1–2]. Using word-spotting experiments, Kim and Cho [3] showed that Korean speech segmentation benefits from both the AP-final H and AP-initial L tones, but it is unclear whether (and if so, how) tonal information also constrains lexical access in Korean. The present study investigates this issue using a visual-world eye-tracking experiment.

Native Korean listeners heard sentences containing a temporary lexical ambiguity between a disyllabic target word in AP-initial position (e.g., [saesinbu-ga] VP [masul-eul] ‘the-new-bride-subj magic-obj’) and a disyllabic competitor word spanning the AP boundary (e.g., gama ‘palanquin’). The auditory stimuli were resynthesized to create four tonal boundary conditions: H#L, H#H, L#L, and L#H, where # represents an AP boundary. Listeners’ eye movements to the printed target and competitor words were monitored as they heard the auditory stimuli. The results showed independent effects of the AP-initial and AP-final tones on lexical access, suggesting that the post-lexical intonational system of Korean modulates lexical activation.
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1. Introduction

An increasingly large body of research has shown that the intonational system of the native language helps listeners break the speech signal down into individual words [3–7] and modulates lexical access [4–7]. Seoul Korean (henceforth, Korean) is one example of language whose intonation helps listeners locate word boundaries in continuous speech.

In Korean, prominence is realized at the level of the AP: APs have the basic underlying tonal pattern of L(HL)H or H(HL)H, with the first tone being H if the AP-initial sound is fortis and L otherwise [1–2]. Across APs of different lengths, the initial L tone is aligned with the first syllable of the AP and the final H tone is aligned with the last syllable of the AP [1–2]. Thus, in Korean, the AP-initial L tone signals word-initial boundaries (for words not beginning with a fortis sound) and the AP-final H tone signals word-final boundaries.

Using word-spotting experiments, Kim and Cho [3] found that Korean listeners’ speech segmentation was less error prone if the AP-initial tone was L than if it was H (for target words not beginning with a fortis sound), and it was less error prone if the AP-final tone was H than if it was L. This suggests that the tonal pattern of the AP in Korean guides Korean listeners’ speech segmentation. Crucially, the AP-initial L tone enhanced segmentation only in the presence of an AP-final H tone, and the AP-final H tone enhanced segmentation only in the presence of an AP-initial L tone. Kim and Cho [3] interpreted these results as suggesting that it is the contrast between the H and L tones that helps Korean listeners break the speech signal down into individual words.

One question that arises from Kim and Cho [3], however, is whether (and if so, how) tonal information in Korean also constrains lexical access. Finding that intonational cues to word boundaries modulate word activation in Korean would suggest that tonal information is processed in parallel with segmental information [5, 8]. Such a finding would have important implications for existing computational models of spoken word recognition (e.g., [9–11]), which currently do not incorporate the use of post-lexical suprasegmental information in word recognition (but for such an attempt with Chinese lexical tones, see [12]).

The present study thus re-examines Korean listeners’ use of tonal information in speech segmentation. It does so with a visual-world eye-tracking experiment, thus elucidating the effect of tonal cues on Korean listeners’ continuous word activation, as indexed by their fixations to target and competitor words (for a discussion of the linking hypothesis between word activation and target and competitor fixations, see [13]). In a design similar to that of Tremblay and colleagues [6–7], participants heard sentences containing a temporary lexical ambiguity between a disyllabic target word in AP-initial position (e.g., [saesinbu-ga] VP [masul-eul] ‘the-new-bride-subj magic-obj’) and a disyllabic competitor word spanning the AP boundary (e.g., gama ‘palanquin’). The AP-final and AP-initial tones were manipulated to create four tonal boundary conditions: H#L, H#H, L#L, and L#H. The present study thus sheds light directly on how tonal information modulates target and competitor word activation in Korean.

2. Method

2.1. Participants

A total of 31 adult native Korean listeners (mean age: 25.5, standard deviation: 2.6, 10 females) participated in this study. All listeners were tested at a university in Seoul, South Korea.

2.2. Materials

Experimental sentences were created that contained a temporary lexical ambiguity between a disyllabic target word in AP-initial position and a disyllabic competitor word spanning the AP boundary. The experimental sentences had the structure [Adverb]AP [Subject+case-marker]AP [Object+case-
marker]_{cp} [Verb]_{cp}. In these sentences, the subject always ended with the case marker –ga, –i, or –to. The target word was the following disyllabic object (e.g., masul ‘magic’), and the competitor word was a disyllabic word that began with the same syllable as the subject case marker and ended with the first syllable of the target word (e.g., gama ‘palanquin’). All sentential contexts preceding the target word were semantically compatible with both the target and competitor words (e.g., bang-geum sasinbu-ga masul-eul boyeojwoss-eoyo ‘just-now the-new-bride-subj magic-obj showed-to-them’). The experiment contained 36 experimental sentences, with the above three case markers each appearing in 12 sentences.

The 36 experimental sentences were interspersed with 108 filler sentences, 8 of which were used in the practice session. Of these filler sentences, 36 had the same sentence structure and the target word in the same position as the experimental sentences, but the subject did not contain a case marker and the target word instead began with the syllables ga-, i-, or to-, each in 12 sentences. In these filler sentences, the competitor word began with the second syllable of the target word (e.g., target: gai ‘eggplant’; competitor: jjin ‘earthquake’). The remaining filler sentences had a similar sentence structure but the location of the adverb varied across sentences. Of these sentences, 40 had the target word in subject position and 32 sentences had the target word in the adverb position. For these sentences, the competitor word overlapped with the target word in its first syllable (e.g., target: namu ‘tree’; competitor: nabi ‘butterfly’).

The visual display contained orthographic representations of the target and competitor words, and of two distractor words (for a validation of the use of orthography in visual-world eye-tracking experiments, see [14]). The distractor words were phonologically and semantically unrelated to the target and competitor words, and showed the same type of segmental overlap with each other as did the target and competitor words (e.g., for the experimental items, the first syllable of one distractor was the second syllable of the other distractor).

Three repetitions of the sentences were recorded by a female native speaker of Korean. The experimental sentences were then resynthesized in order to create four tonal boundary conditions: H/L, H/H, L/L, and L/H. In the natural productions, the subject ended with the AP-final H tone and the object began with the AP-initial L tone. For each sentence, the stimulus in the H/L condition was created by mimicking the H/L tones from a different recording of the same sentence: the stimulus in the H/H condition was created by extending the AP-final H tone of the resynthesized H/L stimulus to the following AP-initial syllable, with a slight decline over the AP-initial H tone so that the rest of the contour would sound natural; the stimulus in the L/L condition was created by extending the AP-initial L tone of the resynthesized H/L stimulus to the previous AP-final syllable; and the stimulus in the L/H condition was created by reversing the AP-final H tone and the AP-initial L tone of the resynthesized H/L stimulus, with a slight decline over the AP-initial H tone so that the rest of the contour would sound natural. The filler sentences were similarly resynthesized so that the experimental sentences would not stand out. The resynthesis was done manually using the PSOLA function in Praat [15].

Figure 1 shows the four pitch contours created for an example experimental sentence.
2.4. Data analyses

Experimental trials that received distracter responses or no response, or for which eye movements could not reliably be tracked, were excluded from the analyses. This resulted in the exclusion of 1.25% of the trials.

For the remaining trials, we analyzed participants’ eye movements in each of the four regions of interest, corresponding to the four orthographic words on the screen. Proportions of fixations to the target, competitor, and distracter words were extracted in 8-ms time windows from the onset of the target word to 1,400 ms post-target-word onset for the purpose of data visualization. The proportions of target and competitor fixations were then averaged from 500 ms to 1,000 ms for the statistical analysis.

Linear mixed-effects models were conducted on the difference between participants’ proportions of target and competitor fixations in the 500-1,000-ms time window. (Analyses conducted on proportions of target and competitor fixations yield the same pattern of results.) We ran two types of analysis. In the first analysis, the largest model included the AP-final tone (L, H), the AP-initial tone (H, L), and their interaction as fixed effects, with participants’ performance in H#L condition as the baseline. In the second analysis, the largest model included the tonal boundary condition (H#L, H#H, L#L, L#H) as fixed effect, with participants’ performance in the H#H and L#L conditions as baselines. Both types of analyses included participant and item as crossed random effects. We then backward fit these models using log-likelihood ratio tests. We report the results of the simplest models that accounted for significantly more of the variance than simpler models.

3. Results

Figure 2 shows participants’ proportions of target, competitor, and distracter fixations in the four tonal boundary conditions over time, and Figure 3 shows the averaged difference between participants’ proportions of target and competitor fixations in the 500-1,000-ms time window for all four conditions.

3.1. Effects of AP-final and AP-initial tones

In the first analysis, the model with the best fit included the effects of AP-final and AP-initial tones, but no interaction between the two. The results of this model are presented in Table 1.
3.2. Effects of AP-final and AP-initial tones

In the first analysis, the model with the best fit included the effects of AP-final and AP-initial tones, but no interaction between the two. The results of this model are presented in Table 1.

Table 1: Results of linear mixed-effects model with best fit on the difference between participants’ proportions of target and competitor fixations in the 500-1,000-ms time window with AP-final and AP-initial tones as fixed effects (est. = estimate; SE = standard error).

<table>
<thead>
<tr>
<th>Effect</th>
<th>Est.</th>
<th>SE</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.631</td>
<td>0.027</td>
<td>23.439</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AP-final tone (L)</td>
<td>–0.133</td>
<td>0.022</td>
<td>–6.144</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AP-initial tone (H)</td>
<td>–0.106</td>
<td>0.022</td>
<td>–4.840</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

These results indicate that the AP-final and AP-initial tones independently modulated Korean listeners’ target over competitor word activation, as reflected by the difference between their fixations to the target and competitor words.

3.3. Effect of tonal boundary condition

In the second analysis, the model with the best fit included the effect of tonal boundary condition. The results of this model are presented in Table 2 for when the baseline was the H#H condition and in Table 3 for when the baseline was the L#L condition.

The model in Table 2 and Table 3 revealed a significant effect of tonal boundary condition: Compared with the baseline H#H and L#L conditions, the difference between participants’ proportions of target and competitor fixations was larger in the H#L condition and smaller in the L#H condition, and did not differ between the H#H and L#L conditions.

These results suggest that the AP-final H tone and the AP-initial L tone cumulatively enhanced Korean listeners’ target over competitor word activation, and the AP-final L tone and the AP-initial H tone cumulatively inhibited Korean listeners’ target over competitor word activation. In other words, the two tones had an additive effect on listeners’ word activation.

4. Discussion and Conclusion

The results of the eye-tracking experiment showed that Korean listeners’ lexical access was independently modulated by the AP-final and AP-initial tones: Target over competitor word activation, as reflected by the difference between listeners’ proportions target and competitor fixations, was greater when the AP-final tone was H than when it was L, and it was greater when the AP-initial tone was L than when it was H. Importantly, the effect of the AP-final and AP-initial tones was cumulative, with participants showing an intermediate level of target over competitor word activation when one tone was expected but the other was not (i.e., H#H, L#L).

The finding that the canonical H#L tones enhanced Korean listeners’ speech segmentation is in line with that of Kim and Cho [3], and additionally suggests that tonal information modulates lexical access immediately as this information is heard in the speech signal. However, the current results differ from those of Kim and Cho [3] in that the H#H and L#L conditions yielded intermediate levels of target over competitor word activation: The conditions where only one tone was unexpected (i.e., H#H, L#L) generated higher target over competitor word activation than the condition where both the
AP-final and AP-initial tones were unexpected (i.e., L#H). This suggests that a contrast between the AP-final and AP-initial tones may not be necessary for listeners to use tonal information in speech segmentation and lexical access. The discrepancy between the present findings and those of Kim and Cho [3] may be due to the different methodologies used in the two studies, with eye-tracking being extremely sensitive to the effects of fine-grained acoustic information [16–18] and better capturing how this information modulates word recognition in real time.

These results confirm that intonational cues are processed in parallel with segmental information and immediately constrain lexical access [5, 8]. This finding has important implications for existing computational models of spoken word recognition (e.g., [9–11]). In order to explain and simulate the effects of tonal information on word recognition, these models would have to be able to simultaneously take as input a variety of acoustic cues, both segmental and suprasegmental, and make lexical inferences based on these cues. For example, Cho and colleagues [8] proposed that the word recognition system could include a “Prosody Analyzer,” which would extract the prosodic structure of the utterance being heard based on both segmental (e.g., domain-strengthening) and suprasegmental (e.g., duration, pitch) cues, and use this prosodic structure to make inferences about the location of word boundaries and thus to modulate the lexical activation process. Although existing computational models of spoken word recognition do not currently incorporate the use of suprasegmental information in word recognition (though see [12]), their architecture is such that it should be possible to include the use of this information should the input be parsed in a sufficiently fine-grained manner and should multiple cues be incorporated (near-)simultaneously in the word recognition process.

All in all, the present study provides additional evidence that the intonational system of the native language helps listeners break the speech signal down into individual words and modulates lexical access, including in Korean.
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