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ABSTRACT 

Subjects were shown the terms of simple sentences in sequence (e.g., "A sparrow/ is not/ a vehicle") and 

manually indicated whether the sentence was true or false. When the sentence form was affirmative (i.e., "X 

is a Y"), false sentences produced scalp potentials that were significantly more negative than those for true 

sentences, in the region of about 250 to 450 msec following presentation of the sentence object. In contrast, 

when the sentence form was negative (i.e., "X is not a Y"), it was the true statements that were associated 

with the ERP negativity. Since both the false-affirmative and the true-negative sentences consist of 

"mismatched" subject and object terms (e.g., sparrow / vehicle), it was concluded that the negativity in the 

potentials reflected a semantic mismatch between terms at a preliminary stage of sentence comprehension, 

rather than the falseness of the sentence taken as a whole. Similarities between the present effects of semantic 

mismatches and the N400 associated with incongruous sentences (Kotas & Hillyard, 1980) are discussed. 

The pattern of response latencies and of ERPs taken together supported a model of sentence comprehension 
in which negatives are dealt with only after the proposition to be negated is understood. 

DESCRIPTORS: Event related potentials (ERPs), Language, Sentence comprehension, Semantic memory, 

N400. 

The use of event-related potentials (ERPs) has 
made it possible to study ongoing cognitive pro­
cesses that may not be directly observable with be­
havioral measures. Distinctive ERP waveforms have 
recently been associated with a variety of cognitive 
states and processes, among them selective atten­
tion (Hink, Hillyard, & Benson, 1978), memory 
search (Gomer, Spicuzza, & O'Donnell, 1976), and 
preparation of !"esponses (Deecke, 1977). 

It now appears that unique components of ERPs 
may also be associated with the "meaning" of a 
verbal event-that is, its linguistic and semantic 
content. The "verbal event" may be a single word, 
a pair of words, a phrase, or an entire sentence. 
With the exception of a series of studies by Chap­
man and his colleagues on the connotative meaning 

of isolated words (e.g., Chapman, McCrary, Chap­
man, & Bragdon, 1978), research on ERP indicants 
of linguistic meaning has made use of manipula­
tions of context. In these studies, a critical set of 
words is preceded by different types of contexts, 
and the ERPs to the critical words are compared 
across the different context conditions. Contexts 
which have been found to produce discriminable 
ERP patterns for ,target words include associates 
of the target words (Thatcher, 1977; Megela, Tey­
ler, & Hesse, 1977; Vaughan, Sherif, O'Sullivan, 
Herrmann, & Weldon, 1982), phrases which bias 
a verb or noun interpretation of a homophone (i.e., 
"a pretty /roz/" vs "the boatman /roz/"; Brown, 
Lehmann, & Marsh, 1980), and a series of words 
from the same semantic category (e.g., animals) as 
the target, versus words from a different category 
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They found a late negativity in the ERP associated 
with words that completed a sentence in a se­
mantically anomalous fashion (e.g., "He spread the 
warm bread with SOCKS"). The negativity was 
found for all subjects, and had a peak amplitude 
near 400 msec. This "N400" component was of 
greater amplitude, as measured by the difference 
between ERPs for the congruent and incongruent 
conditions, for "strongly anomalous" completions 
(e.g., "You can't make a silk purse out of a cow's 
CHAIR") than for "weakly anomalous" comple­
tions (e.g., " . . .  out of a cow's SKIN"). Also con­
sistent with a semantic interpretation of the N400 
was its absence when the final word was semanti­
cally acceptable but physically anomalous (i.e., in 
a larger type print). The negativity was observable 
as early as 200 msec after target word onset, in­
dicating that the retrieval of the meaning of the 
final word and its integration with the meaning of 
the preceding context occurs very rapidly ( cf. Fis­
chler & Bloom, 1980). Polich et al. (1981) also 
reported a negativity in the 200-400 msec range 
for semantically incongruent final words of sen­
tences. 

The possibility of ERP indicants of sentence 
meaning is of particular importance to the study of 
semantic memory and language. Sentences are 
composed of propositions, the smallest unit of 
knowledge which may be true or false. This veri­
fiability is what distinguishes sentences from words 
and phrases, which cannot be considered true or 
false. Also, the meaning of a word is often not fixed, 
but determined by the sentence context in which it 
appears (R. Anderson & Ortony, 1975). Most of 
the significant efforts to model semantic memory 
in recent years have considered the proposition to 
be a basic unit of semantic knowledge (e.g., J. 
Anderson, 197 6; Kintsch, 197 4). 

The negativity associated with anomalous sen­
tences reported by Kutas and Hillyard ( 1980) and 
by Polich et al. ( 1981) suggests that a basic process 
in sentence comprehension is the monitoring of the 
consistency or validity of the propositions asserted 
by the sentence, with a negativity associated with 
the disruption of that process. The effect appears 
to be distinct from other types of disruption of ex­
pectancies, which typically produce an enlarged 
N2-P3 complex when rare or unexpected stimuli 
are presented ( e.g., Naatanen, Hukkanen, & Jar­
vilehto, 1981 ). In contrast, anomalous words pro­
duce a negativity when anomalous completions are 
as likely as acceptable ones (Kutas & Hillyard, 
1982; Polich et al., 1981). In fact, Fischler (Note 
1) showed that words that were anomalous com­
pletions of sentence contexts produced longer lex­
ical decision latencies than did words in acceptable

contexts, even when two-thirds of the sentences were 
anomalous. 

If the negativity in the ERPs is indeed an index 
of a process that monitors the consistency or valid­
ity of prose, then it should be possible to use it to 
evaluate models of the real-time construction of 
sentence meaning from its constituent words. The 
purpose of the present experiment was to attempt 
such an evaluation using a sentence verification task. 
In this task, subjects are shown simple sentences of 
the form, "X is a Y" and "X is not a Y." These 
are called affirmative and negative sentences, re­
spectively. The sentences are judged as true or false, 
based on either prior semantic knowledge (e.g., the 
true-negative sentence, "Seven is not an even num­
ber;" Wason, 1959; or the false-affirmative, "A ca­
nary is a fish;" Collins & Quillian, 1969), or on 
episodic information such as a picture presented 
along with the sentence (e.g., "The star isn't above 
the plus;" Clark & Chase, 1972). 

Latency to verify such sentences commonly shows 
a striking interaction between sentence form (af­
firmative-negative) and veracity (true-false), such 
that for affirmative sentences, false decisions are 
slower than true, while for negative sentences, it is 
the true decisions that are slower. Moreover, neg­
ative sentences are in general responded to more 
slowly than affirmative sentences. This pattern of 
results can be explained by assuming that a neg­
ative sentence such as "A sparrow is not a vehicle" 
is understood as a supposition (" A sparrow is a 
vehicle") and its denial. This may be represented 
as follows: 

{ false I { is a I sparrow, vehicle } } 
(see Clark & Clark, 1977, pp. 100-113; Kintsch, 
1974). Negative sentences require additional time 
to deal with the denial. Moreover, it is assumed 
that during verification subjects first compare the 
"inner" supposition to the relevant semantic infor­
mation. A mismatch at this preliminary stage oc­
curs for two kinds of sentences: false-affirmative, 
and true-negative. This produces the observed in­
teraction in response latency. 

In our experiment, subjects were asked to verify 
"class inclusion" statements such as "A sparrow is 
not a vehicle." Our first question was whether a 
negativity in the ERPs could be obtained for false­
affirmative sentences such as "a robin is a truck," 
relative to true-affirmative sentences, under con­
ditions used in a typical sentence-verification study: 
individual sentences were repeatedly presented, false 
and true statements were equally probable, and 
subjects were required to decide if the statements 
were true. 

Second, if the pattern of latencies to the different 
types of sentences corresponds to that described 
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You can ignore a lot of this theoretical background. The im
portant question is this: w

e know
 that there w

ill be a bigger N
400 for "a sparrow

 is a V
EH

IC
LE" than for "a sparrow

 is a "B
IR

D
", but w

e don't know
 if 

that's because vehicle is unrelated to sparrow
, or if it's the w

ord "vehicle" m
akes the sentence bad. The w

ay to test this is by using negative sentences. In "a sparrow
 is not a V

EH
IC

LE", vehicle is unrelated 
to sparrow

 but it m
akes a true sentence; in "a sparrow

 is not a B
IR

D
", bird is related to sparrow

 but it m
akes the sentence bad. S

o if N
400 is responding to sentence com

prehension, then there should be a 
bigger am

plitude (m
ore negative) N

400 for "a sparrow
 is not a B

IR
D

". if N
400 is just about w

ord relationships, there should be a bigger am
plitude (m

ore negative) N
400 for "a sparrow

 is not a V
EH

IC
LE".



understanding these exam
ple stim

uli w
ill help 

understand the design of the experim
ent



D
on't w

orry too m
uch about all these technical details and num

bers. The only im
portant 

thing is to look at the graph of the results (figure 3) and see if there w
as a bigger N

400 
for "a sparrow

 is not a V
EH

IC
LE" or for "a sparrow

 is not a B
IR

D
"



This result is the m
ost 

im
portant part. There 

are tw
o things to check:

1)we already know 
that in the 
affirmative 
sentences, there 
should be a bigger 
N400 for the word 
that makes it false 
("a sparrow is a 
VEHICLE") compared 
to the word that 
makes it true ("a 
sparrow is a BIRD"). 
Can we confirm that 
that really 
happened?

2) In negative sentences, is 
there a bigger N400 for the 
word that makes it false ("a 
sparrow is not a BIRD") or the 
word that makes it true ("a 
sparrow is not a VEHICLE")?
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