A consistent boundary condition for vorticity–streamfunction simulation of wall-bounded vortex flow
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ABSTRACT

This paper was motivated by a computational effort to model the aircraft wake vortex hazard near airports. Those flows can usually be approximated as a pair of two-dimensional, incompressible vortices interacting with an infinite solid wall. The present numerical model uses a vorticity–streamfunction formulation to simulate the two-dimensional problem. Since vorticity generation near the wall alters the evolution of the secondary and tertiary vortices directly, accurate modeling of the wall region is critical. A local relationship between vorticity and streamfunction for a wall boundary condition has been established from a new point of view, by specifying the streamfunction at the boundary grid lifted away from the solid wall. The new method has utilized Taylor series expansions near the wall boundary. Although the resulting expressions are only first order accurate, the critical importance of physical and mathematical consistency has been achieved. Numerical test cases are discussed in the paper.

1. Introduction

Vortex interactions with a rigid wall have been studied via computational fluid dynamics for a variety of different applications [1]. For example, the behavior of aircraft trailing vortices with ground effects, and small scale vortices in a boundary layer. This paper was motivated by a computational effort to model the aircraft wake vortex hazard near airports. The primary purpose was to calculate the trajectories and strengths of the wake vortex pair near the ground. Those flows can usually be approximated as a pair of two-dimensional, incompressible vortices interacting with an infinite solid wall (Fig. 1). However, the wall boundary layer region can include separated flows induced by the vortex pair [2] and can generate secondary and tertiary vortices. Subsequently, the interaction between the primary vortices and the newly-formed secondary and tertiary vortices influences the behavior of the vortex pair significantly. The present numerical model uses a vorticity–streamfunction formulation, because of its obvious simplicity in the two-dimensional problem. However, since vorticity generation near the wall alters the evolution of the secondary and tertiary vortices, accurate modeling of the wall region is critical. The fundamental issue for accurate numerical simulation is the solid wall vorticity boundary conditions, as discussed in a series of review articles by Gresho [3–5]. That is the focus of this paper.

Anderson [6] classified three techniques that could be used for overcoming the difficulties associated with the numerical implementation of vorticity boundary conditions. The vorticity–streamfunction approach includes those schemes which exploit the relationship between the vorticity and the streamfunction, as described in [7–9]. The second technique requires that the vorticity should evolve subject to an integral constraint, as proposed in [10] and used, with its time derivative, in [6]. The third class is often called vortex blob methods and was originally introduced in [11]. The present study has developed a staggered grid technique to yield a simple specific boundary condition on vorticity, while avoiding over-specification of the...
streamfunction boundary condition at the wall. The approach can be classified as a type of vorticity–streamfunction relationship, among the approaches described above.

The new method has utilized Taylor series expansions near the wall boundary. The resultant boundary condition is a local relationship between vorticity and streamfunction, which is a natural approach when using finite difference methods. However, an undistorted relationship is important near the solid boundary. The present method enforces the physical velocity boundary condition by specifying the streamfunction at the boundary-adjacent grid locations, which are thus lifted away from the wall boundary. The vorticity levels at those points are then related to the streamfunction without direct knowledge of the velocity. With that procedure, over-specification of the streamfunction is avoided, while the physical velocity boundary condition is enforced numerically. Even though the resulting expressions are only first order accurate, they still satisfy the only Neumann type physical boundary condition and therefore the critical requirement of physical and mathematical consistency has been achieved.

In the next section, the solid wall vorticity boundary condition will be discussed. Then, the numerical grid and scheme will be briefly explained in Section 3 and in Section 4 the numerical test cases that have been performed will be discussed.

2. Vorticity boundary condition

It is noted that in the vorticity–streamfunction formulation, only streamfunction and vorticity are calculated on numerical grid points, while velocities, which are the first derivatives of streamfunction, are not. Following the ideas of staggered grids, the odd derivatives can only be satisfied approximately on a staggered grid if the computation is based on even derivative variables. Since realistic physical boundary conditions are only related to velocity on the ground boundary, they cannot be specified accurately using the vorticity–streamfunction formulation. That is why some vorticity boundary conditions, which require an a priori accurate velocity boundary condition, give erroneous results.

For example, if a Taylor series expansion is used on the grid points adjacent to the ground, we have

$$\psi(h_1) = \psi_W + h_1 \frac{\partial \psi}{\partial y} \bigg|_{y=0} + h_1^2 \frac{\partial^2 \psi}{\partial y^2} \bigg|_{y=0} + \mathcal{O}(h_1^3),$$

(1)
where \( \psi_w \) is the streamfunction value on the ground, which can be set to zero for the non-penetration boundary, and \( h_1 \) is the vertical spacing of the first grid away from the ground. On the ground, we also have

\[
\zeta_w = - \left. \left( \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} \right) \right|_{y = 0} = \left. \frac{\partial^3 \psi}{\partial y^3} \right|_{y = 0}.
\]  

(2)

Hence, from Eqs. (1) and (2), we obtain the ground boundary vorticity

\[
\zeta_w = - \frac{2\psi(h_1)}{h_1^2} + \frac{2}{h_1} \left. \frac{\partial \psi}{\partial y} \right|_{y = 0} + O(h_1).
\]  

(3)

It appears that since \( \psi(h_1) \) is on the interior points, which can be calculated, and \( \partial \psi / \partial y (y = 0) \) can be determined by the no-slip condition, \( \partial \psi / \partial y (y = 0) = u_w \), the vorticity values on the wall boundary can be obtained. However, it must be noted that if the velocity boundary condition cannot really be satisfied numerically in the vorticity–streamfunction calculation, the second term on the right-hand-side of Eq. (3) can produce errors. The magnitude of those errors depends on the uncontrollable accuracy of the actual numerical derivatives of streamfunction at the wall; but they are always amplified by \( 1/h_1 \). When \( h_1 \to 0 \), the "fine grid nightmare", mentioned in [4] can occur.

Since the boundary conditions for vorticity and streamfunction should not be given at the same boundaries as velocity, in the following approach, we shift the computational domain from the wall. Fig. 2 shows the grid near the wall boundary, where the grid for streamfunction and vorticity is assumed to be staggered over the velocity grid. The shifted distance, \( \alpha h_1 \), will be determined, in order to produce a proper relationship between vorticity and streamfunction.

At \( y = \alpha h_1 \) and \( y = \alpha h_1 + h_1 \), Taylor series expansions are used to write:

\[
\psi_1 = \psi(\alpha h_1) = h_1 \left. \frac{\partial \psi}{\partial y} \right|_{y = 0} + h_1^2 \left. \frac{\partial^2 \psi}{\partial y^2} \right|_{y = 0} + h_1^3 \left. \frac{\partial^3 \psi}{\partial y^3} \right|_{y = 0} + O(h_1^4),
\]  

(4)

\[
\psi_2 = \psi(\alpha h_1 + h_1) = (\alpha h_1 + h_1) \left. \frac{\partial \psi}{\partial y} \right|_{y = 0} + \frac{(\alpha h_1 + h_1)^2}{2} \left. \frac{\partial^2 \psi}{\partial y^2} \right|_{y = 0} + \frac{(\alpha h_1 + h_1)^3}{6} \left. \frac{\partial^3 \psi}{\partial y^3} \right|_{y = 0} + O(h_1^4),
\]  

(5)

and

\[
\zeta_1 = \zeta(\alpha h_1) = \zeta_w + \alpha h_1 \left. \frac{\partial \psi}{\partial y} \right|_{y = 0} + O(h_1^2).
\]  

(6)

From the Poisson equation for streamfunction, we have Eq. (2) and

\[
\left. \frac{\partial^2 \psi}{\partial y^2} \right|_{y = 0} = - \left. \left( \frac{\partial^2 \psi}{\partial x^2} \right) \right|_{y = 0} - \left. \left( \frac{\partial^3 \psi}{\partial y^3} \right) \right|_{y = 0}.
\]  

(7)

From Eqs. (2), (6) and (7), we obtain

\[
\zeta_1 = - \left. \frac{\partial^2 \psi}{\partial y^2} \right|_{y = 0} - \alpha h_1 \left. \frac{\partial^2 \psi}{\partial y^2} \right|_{y = 0} - \alpha h_1 \left. \frac{\partial^3 \psi}{\partial y^3} \right|_{y = 0} + O(h_1^2).
\]  

(8)

Fig. 2. Staggered grid near the wall boundary.
The linear combination of $\zeta_1$, $\psi_1$, and $\psi_2$ is

$$\begin{align*}
h_1^2 \zeta_1 + p_1 \psi_1 + p_2 \psi_2 &= [p_1 x + p_2 (1 + x)] h_1 \frac{\partial \psi}{\partial y} \bigg|_{y=0} + \left[ p_1 \frac{x^2}{2} + p_2 \frac{(1 + x)^2}{2} - 1 \right] h_1^2 \frac{\partial^2 \psi}{\partial y^2} \bigg|_{y=0} \\
&\times \left[ p_1 \frac{x^3}{6} + p_2 \frac{(1 + x)^3}{5} - x \right] h_1^3 \frac{\partial^3 \psi}{\partial y^3} \bigg|_{y=0} - x h_1^2 \frac{\partial^2 \psi}{\partial y^2} \bigg|_{y=0} + O(h_1^3).
\end{align*}$$

(9)

If we want to develop a vorticity boundary condition without specifying the unknown derivatives of streamfunction on the solid wall, which are $\partial^n \psi / \partial y^n (y = 0)$ for $n = 1, 2$ and 3, we need to have

$$\begin{align*}
\alpha (p_1 + p_2) + p_2 &= 0, \\
\alpha^2 p_1 + (1 + \alpha)^2 p_2 &= 2, \\
\alpha^3 p_1 + (1 + \alpha)^3 p_2 &= 6\alpha.
\end{align*}$$

(10)

Solving the equation set Eq. (10) for $\alpha$, $p_1$, and $p_2$, we obtain $\alpha = 1$, $p_1 = -2$, and $p_2 = 1$. Therefore, Eq. (9) gives

$$\zeta_1 = -\frac{\psi_2}{h_1} - \frac{2\psi_1}{h_1} - h_1 \frac{\partial^2 \psi}{\partial y^2} \bigg|_{y=0} + O(h_1^3).$$

(11)

In Eq. (11), the second term still has the first derivative of streamfunction in it, which will be determined later. However, now $\partial^n \psi / \partial y^n (y = 0)$ only has an $O(h_1)$ effect on the vorticity boundary condition, rather than an $O(1/h_1)$ effect, as in Eq. (3). Eq. (4) is then used to determine how the velocity condition can be satisfied. If we define

$$\psi_1 = h_1 u_W,$$

(12)

from Eq. (4), we have

$$\frac{\partial^2 \psi}{\partial y^2} \bigg|_{y=0} = u_W + O(h_1).$$

(13)

Substituting into Eq. (11), we obtain the vorticity boundary condition

$$\zeta_1 = \frac{\psi_2}{h_1} - \frac{2u_W}{h_1} - h_1 \frac{\partial^2 \psi}{\partial y^2} (u_W + O(h_1)) + O(h_1^3) = \frac{\psi_2}{h_1} - \frac{2u_W}{h_1} + O(h_1^3).$$

(14)

It is noted that although Eq. (14) gives a formal second order vorticity boundary condition, the effective boundary condition is only first order, because of the first order velocity boundary condition in Eq. (13). With the special case in this study, $u_W = 0$, the above boundary conditions become:

$$\zeta_1 = \frac{\psi_2}{h_1}, \quad \psi_1 = 0.$$  

(15)

Since the velocity and streamfunction boundary conditions cannot be specified at the same boundary, the present method enforces the physical velocity boundary condition by specifying the streamfunction at the first grid position, which is lifted away from the wall boundary. The vorticities at those points are then related to the streamfunction in the same Poisson equation relationship as for the interior points, without knowledge of the velocity. With that procedure, over-specification of the streamfunction is avoided, while the physical velocity boundary condition is enforced numerically. It was noted that those expressions are only first order accurate. However, higher order accuracy is difficult to maintain near the boundary for any numerical scheme. Hence, the actual computational domain is shifted $h_1$ away from the wall and with the clustered grid near the wall, the $O(h_1)$ truncation effect on the entire calculation can be constrained by the grid size employed at the first grid location along the wall, and can thus be set to a very small value, for the purpose of resolving the wall boundary layer. The uncontrollable first order derivative terms in Eq. (3) are canceled in the procedure and consistency can be satisfied with grid refinement.

It has also been noted that Eq. (15) was listed as an $O(1)$ accurate vorticity boundary condition in [9]. However, Anderson [12] used the same boundary condition to verify the equivalence between that boundary condition and the vorticity generation type boundary condition for the Stokes boundary value problem. He also pointed out that Eq. (15) gave first order accuracy. Numerical tests will be given on the current boundary condition and the first and second order vorticity boundary conditions listed in [9] which will demonstrate the superiority of the boundary condition given in Eq. (15).

3. Computational grid and scheme

In this study, a fixed grid was used rather than an unsteady, adaptive grid, due to the complexity of the vortex trajectories when in ground effect, resulting therefore in a lack of a priori knowledge of the locations requiring fine grid zones. Since the problem is symmetric with respect to the $y$-axis, it was only necessary to consider the first quadrant. However, the elliptic
character of the incompressible flow field mandates either enforcing the boundary conditions at the infinite limits of \( x \) and \( y \) or alternatively the development of rigorous boundary condition approximations within a finite domain \([13,14]\).

To avoid the difficulties in specifying the boundary conditions at the infinite limits, the exponential transformation used in \([15]\) was redeveloped as an adjustable transformation which transformed the physical domain to the computational domain, according to

\[
X = a(1 - e^{-bx}), \quad Y = c(1 - e^{-dy}),
\]

thus mapping \( 0 < x < \infty, 0 < y < \infty \) into the finite domain \( 0 < X < a, 0 < Y < c \), and permitting the distribution of densely packed grid points near the ground plane, while stretching the grid spacing as the infinite limits are approached. The resolution of boundary layer and vortex core was controlled by adjusting the arbitrary constants \( a, b, c \) and \( d \).

As a representative example, when the initial vortex core radius was \( r_c = 0.2 \), we required \( \Delta Y_{\text{max}} = 0.02 (= r_c/10) \) at the start-up altitude, \( y_0 \), and \( \Delta X_{\text{max}} = 0.1 (= r_c/2) \) at \( x_t \), a position where the vortex core is at the greatest horizontal distance from the symmetry plane. The \( \Delta X_{\text{max}} \) spacing was more compact relative to the vortex core, due to dilation beginning from \( t = 0 \). By taking the derivatives of Eq. (16), we have \( \Delta X \approx abe^{-bx}dx \) and \( \Delta Y \approx cde^{-dy}dy \). Notice \( M \Delta X = a \) and \( N \Delta Y = b \), where \( M \) and \( N \) are the numbers of grid in the \( X \) and \( Y \) directions, respectively. Hence, it can be proved that the minimum number of grid points in each direction for acceptable resolution occurs when \( b = 1/x_l \) and \( d = 1/y_0 \), and is given by

\[
M \geq 10x_l e, \quad N \geq 50y_0 e.
\]

The non-dimensional vorticity–streamfunction formulation in the transformed domain, made dimensionless using the initial vortex pair half-span, \( x_0 \), and the initial circulation, \( \Gamma_0 \), is represented by

\[
\frac{\partial Q}{\partial t} + \frac{\partial(E - E_0)}{\partial t} + \frac{\partial(F - F_0)}{\partial t} = 0,
\]

where

\[
Q = \frac{1}{bd} \zeta (a - X)(c - Y), \quad E = \frac{1}{c} \zeta, \quad F = -\frac{1}{c} \psi,
\]

\[
E_0 = \frac{1}{b} \frac{d(a - X)}{dX}, \quad F_0 = \frac{1}{b} \frac{d(c - Y)}{dY}.
\]

The convection terms give the Jacobian,

\[
J(\zeta, \psi) = \frac{\partial E}{\partial X} \frac{\partial \psi}{\partial Y} - \frac{\partial E}{\partial Y} \frac{\partial \psi}{\partial X} + \frac{\partial F}{\partial X} \frac{\partial \psi}{\partial Y} - \frac{\partial F}{\partial Y} \frac{\partial \psi}{\partial X},
\]

which can easily be proved to have the properties required for Arakawa’s quadratic conservative algorithm, as shown in \([16]\). However, it should be noted that with viscous effects, neither vorticity nor the quadratic quantities (the total entropy and kinetic energy) are conserved. In addition, even in inviscid flows, the quadratic conservative scheme is accurate when periodic boundary conditions are used. Here, the Arakawa scheme is used for the purpose of reducing the dissipation and dispersion errors caused by the discretization of the convection terms, so that the physical diffusion effects can be mimicked accurately by the numerical scheme.

Quadratic conservation requirements are not important in low Reynolds number calculations, as in \([15]\), because numerical diffusion from the convection terms is much smaller in comparison with the real diffusion terms, thus the high frequency components caused by the nonlinear effects can be suppressed by the high dissipation. For high Reynolds number flows, physical diffusion is small and therefore the numerical diffusion for the convection terms needs to be limited in order to avoid distortion of the solutions. However, since the boundary conditions and viscous effects cannot conserve the quadratic quantities, the second order, 9-point, central-differencing Arakawa scheme, applied through \( J(\zeta, \psi) \) in the transformed domain, can still generate high frequency components. If the Reynolds number is very high, the physical dissipation is not sufficient to damp the high frequency waves. Hence, for very high Reynolds number flows (\( Re \approx 10^4 \)), Leonard’s \([17]\) third order smoothing was used to suppress the nonlinear instabilities.

The linear stability of the scheme is guaranteed by using a hopscotch time marching procedure, with time steps restricted by

\[
\Delta t < \frac{\Delta x^2}{2 Re}, \quad \Delta t < \frac{\Delta x}{U_{\text{max}}},
\]

The Poisson equation for the streamfunction can be solved efficiently using the Poisson solver, developed in \([18]\) via spectral methods.

4. Numerical tests and discussion

The vorticity boundary condition has been tested to compare with an asymptotic solution developed by Zheng \([18]\) for the initial boundary layer at the wall induced by a pair of vortices. The first and second order vorticity boundary conditions,
Fig. 3. Vorticity contours near the wall boundary. (a) Initial asymptotic solutions. (b) Ten time step marching using (15) as wall boundary condition. (c) Using Eq. (25) as wall boundary condition. (d) Using Eq. (26) as wall boundary condition. (e) Using Eq. (27) as wall boundary condition.
listed in [9], have also been implemented for comparison. A 150 × 300 numerical grid, as developed in Section 3, is used, with the symmetry plane at x = 0. The circulation Reynolds number, Re = 500, was used and the time step was chosen as 0.01 for all the cases.

An Oseen [20] vortex,
\[
\zeta = \frac{1}{\pi r_c} e^{-r^2/r_c^2},
\]
was used as the initial vortex, started at \(x_0 = 1\), where \(r\) is the distance from the vortex center, which was assumed to have evolved sufficiently to possess a finite vortex core, \(r_c = 0.2\), prior to initiation of the numerical computations. The matched asymptotic analytic solutions for initial wall boundary in [21] are employed, which can be expressed as
\[
\Psi = \Psi_0(x, y, t) + e\Psi_1(x, y, t) + O(e^2),
\]
for the outer solution and
\[
\psi = 2e[\psi_0(x, \eta, t) + e\psi_1(x, \eta, t)] + O(e^3),
\]
for the inner solution, where \(\eta = y/2\epsilon\) is the inner stretched vertical coordinate (see [19] for the detail). The computation starts at \(t = 0.1\), when the thickness of the boundary layer has increased to include 10 vertical grid points with the current grid (150 × 300), so that the numerical resolution becomes enough to resolve the initial boundary layer.

For comparison with boundary condition Eq. (15), the first order and two types of second order boundary conditions in [9], given as
\[
\zeta_1 = \frac{-2\psi_2}{h_1^1} + O(h_1^1),
\]
\[
\zeta_1 = \frac{-8\psi_2 - \psi_3}{2h_1^1} + O(h_1^2),
\]
and
\[
\zeta_1 = \frac{-3\psi_2}{h_1^1} - \frac{1}{2} \zeta_2 + O(h_1^2),
\]
have been tested. The computations were marched 10 time steps to check the behavior of these different boundary conditions. Vorticity contours in a small region very close to the wall, which should be influenced most strongly by the boundary condition, are displayed to show the flow field in detail.

Fig. 3a represents the initial asymptotic solution results. Fig. 3b is the vorticity contours after marching 10 time steps away from Fig. 3a, using (15) as boundary condition. Fig. 3c shows the result for the first order boundary condition, and Fig. 3d and e are the results for the two second order boundary conditions. In comparison with Fig. 3b, Fig. 3c–e all show significant oscillations in the results. It is interesting to note that the two second order boundary conditions give worse
results than the first order one. The boundary condition, Eq. (15), mentioned in [9] as the zeroth order vorticity boundary condition, shows the best result of all.

Thereafter, the asymptotic initial solutions and the solid wall boundary condition (15) are then used to simulate the vortex pair interacting with a no-slip solid wall. Fig. 4 shows the trajectories of the right vortex under two different vortex Reynolds numbers, $Re = 500$ and $Re = 10,000$, along with the potential theory result. The potential theory result is an analytical solution for a pair of potential vortices with its image reflecting from the other side of the wall, in order to satisfy the non-penetration boundary condition (the no-slip boundary condition cannot be accommodated by the inviscid solution). The total simulation time is 180 dimensionless time units, defined as $\tau_C^2 = C_0 \tau$. At the early time levels, before the vortex approaches close to the wall, the trajectories for the two viscous cases are almost identical and are very close to the inviscid result. Before rebound, the higher $Re$ number trajectory follows closer to the inviscid model and approaches closer to the wall. When rebound starts, the vortex in the higher Reynolds number case rebounds more quickly, while the lower Reynolds number case shows more viscous retardation. The dramatic difference between the trajectories of the two viscous cases after rebound, is due to the generation of secondary vortices near the boundary, as shown in Fig. 5. While there are two secondary vortices generated in the $Re = 10,000$ case which causes a looping in the trajectory, only one secondary vortex is shown in the $Re = 500$ case, due to greater viscous diffusion. The rebound mechanism shown here is in agreement with the experimental description of [2]. It should be noted further that multiple rebound phenomena to result from interactions with multiple secondary vortices, as predicted in [20], were not predicted in the current computations at similar Reynolds numbers.

5. Conclusion

A mathematically and physically consistent boundary condition has been derived for the vorticity-streamfunction formulation. Consistency of the boundary condition assures that fine grid mesh can be used to increase the accuracy of the computation. Therefore, although the boundary condition itself is only first order accurate in terms of the grid size on the wall surface, the fact that fine resolution grids are generally used in the near wall region merits a first order accurate boundary condition. In combining with the asymptotic expansion solutions for the initial conditions, numerical test cases show better results with the present boundary condition than those with the vorticity-streamfunction boundary conditions in the literature, even though the latter have a nominal higher order accuracy in their expressions.
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